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CHAPTER 1. INTRODUCTION TO CALCULUS

1.1. SETS AND SET OPERATIONS

Def.: A  set is a collection of objects which can be defined so that it is definitely 
understood that any object is either in the set or not.

Examples of sets are:
1. A collection of numbers using for counting (the set of natural numbers).
2. The collection of solutions of the quadratic equation: x2-5x+6=0.
3. A collection of functions that are continuous on \а,Ь\.
A set is usually denoted by capital letters A ,B ,C , while the objects, which 

compose the set, are denoted by small letters a,b,c.
Def.. The objects are called members or elements of a set.
Def. The set with no elements is called an empty set and is denoted by 0  .
Def. A set, which contains all the elements of other given sets, is called 

a universal set. The symbol for denoting a universal set is U .

Graphical representation of sets

John Venn has introduced the concept of graphical set 
representation by means of closed geometrical figures, which 
are called Venn diagrams. Venn diagrams are useful for 
solving simple logical problems. In Venn diagrams, the 
universal set U is represented by a rectangle and all other sets 
are represented by circles within the rectangle.

Pic. 1.1 shows two sets A, В and three points a,b,c.  
The point a is an element of the set B, b is an element of sets A 
and В at the same time, point c does not belong neither to A 
nor to B.

It can be denoted as follows:
agA  beA ,  b e B  c&A c<£B.

Set specification

There are two ways of set specification.
•  One way consists in listing elements of a set. The correct representation of a 

set is to write the elements, separated by commas and enclosed between braces or 
curly brackets.

Example 1.1.
1. The set of natural numbers N can be defined by listing its elements:

N = {1,2,3,...}.

Mathematician



2. A number set whose elements are values of terms of the arithmetic 

progression with the initial term ax = 1 and the common difference d = . Since the

nth term of an arithmetic progression an = an_x + d = ax + {n -  f j d , the desired number

set Л =

•  The second way of set specification consists in the definition o f the rule or 
property, which characterizes the set.

Example 1.2. Specify the collection of the quadratic equation solutions 
x2 -  5x + 6 = 0 using both ways.

□ Let A denote a set of the solutions of the equation x2 -  5x + 6 = 0 . Then 
xl = 2 and x2 = 3 are the desired roots.
Hence, according to the first way of specification A = {2;3}.

The second way gives us A = jx | x2 -  5x + 6 = oj or A = jx: x2 -  5x + 6 = 0 j .■
Remark 1.1
Note, the stroke | or colon : can be used interchangeably; they mean ‘such that’. 

The representation A = jx | x2 -  5x + 6 = oj is read as follows: A is a set of such

elements x, thatx2 -  5x + 6 = 0 .
Def.: A set A is said to be a subset of a set В and denoted by d c / i  if every 

element of A is an element of B.
Def.: Sets A and В are said to be equal if and only if А с  В and В c= A.

Set operations

D ef: The union of two sets A and В ( d u В ) is a set of elements that belong to 
A or B: d u 5 = { x :x e d  or x e B} . Below (pic. 1.2) the result of the union operation 
is illustrated by use of Venn diagrams.

Pic. 1.2

D ef . The intersection of two A and В (A d  B) is a set of elements that belong 
to both A and fk d n S = { x :x e d a n d x e 8 }  .

In pic. 1.3 the result of the intersection operation is given.



Example 1.3. Let A = {l;2;3;4;5| and В = {2;4;6;8;10}. Find A vjB and 
Ar\B.

□ А и  В = {1; 2; 3; 4; 5; 6; 8;10}; A n  В = {2; 4}. ■
Def.  The relative compliment of A in В (B \A  or В - A )  is a set of all 

elements that don’t belong to A but belong to B:B \A={x:xeB  and x<£ A} 
(pic. 1.4, a).

Def.. The absolute compliment of A in U (A) is a set of all elements that don’t 
belong to A: A = {x: x € A) (pic. 1.4, b).

Pic. 1.4

Properties of set operations

1) 4 u  В = Л и  A (Commutative law),
A n B  = B n A ,

2) A и  0  = A (Identity law),
A n U  = A,

3) A u  A = A (Idempotent law),
A n A  = A,

4) A u U  -I I  (Domination law)
A n 0 = 0

5) 4 и ( й и С )  = ( 4 и б ) и С  , (Associative law), 
A n ( B  Г\С) = ( А г \ В ) г \ С ,

6) 4 и ( 5 п С )  = ( 4 и й ) п ( 4 и С )  , (Distributive law), 
4 n ( 5 u C )  = ( 4 n 5 ) u ( 4 n C )  ,

7) A = A , (Involution law),
8) A n  В = A\j  В , (De Morgan’s law),

A vjB = A n B .



Def.: Sets A and В are disjoint sets, if they do not have common elements: 
A n B = 0 .
Remark 1.2
If A and В are disjoint sets, then A \B  = A and B\ A = В .
Example 1.4. Let A = {l;2;3;4;5} and В = {2;4;6;8;10} . Find H \£and  B\A.
□ According to the given definitions: Л \В  = {1;3;5}, В\Л = {6;8;10}.и 
Example 1.5. Sets А, В, C can be described as:
A = {x: x is a natural number between 1 and 5},
В = {x:x is an even number between 1 and 5},
C = {x: x is an odd number between 1 and 5}.
Find A u B ,  B kjC, A kjB kjC, A n B ,  B n C , A n C , A \ B ,  B\C,  C\A.
□ According to the given descriptions:

A = { 1; 2; 3; 4; 5},B = {2; 4}, C = {l; 3; 5}

Hence, unions of sets:
H u £  = {l;2;3;4;5} = H, В u C  = {l; 2; 3; 4; 5} = A ,

H u £ u C  = {l; 2; 3; 4; 5 } = A.

Intersections of sets:
A n B  = {2;4} = B, B n C  = 0 ,  A n C  = {1; 3; 5} = C. 

Compliments:
H \£  = {1;3;5} = C, B \ C  = {2; 4} = B, C \ A  = 0 . u

1.2. NUMBER SETS. COMPLEX NUMBERS 

Number sets

The most important sets, which are considered in mathematics, are sets of 
numbers or number sets:

1. The set of natural numbers (or natural numbers) N: N = { 1 ; 2 .
2. The set of integer numbers (or integers) Z: Z = {...,-1; 0; 1; 2 .
3. The set of rational numbers (or rational numbers) Q :

Q = j — .m e  Z, « e  N j .

4. The set of irrational numbers (or irrational numbers) I. The set I contains
Жnumbers that can’t be expressed as a fraction —, where m e  Z, n e  N and their
n

decimal form involves an infinite sequence of numerals without repeating patterns.



For example, >/2=1.41421356237309504880168. There is no repeating in 
decimal places in comparison with, for example, the number

-  = 0.33333333333333333333333.
3

5. The set of real numbers (or real numbers) Ш: E  = Q u I .

Some characteristics of number sets

D e f: A set is said to be bounded from above if there exists a
number M  e Ш such that a < M  for all a e A , i.e.,

A is bounded from a b o v e ЗМ  e Ж: Va e A a < M .
The number M is called an upper bound of A
D e f: A set A is said to be bounded from below if there exists a number m such 

that a > m for all a e A , i.e.,
A is bounded from below <=> 3 m e М: V a e A a>m.
The number m is called a lower bound of A.
Def: A set A is said to be bounded if it is bounded both from above and below. 
Note that the upper bound and the lower bound are not unique. Apparently, if 

M  is an upper bound, then values M +1, M  + 2, and so on are also upper bounds.
Proposition 1.1.
A set A is bounded if and only if  ЗМ  e Ж: | a \<M \/a e A.

Complex numbers

Suppose, it is needed to find roots of the equation: x2 +1 = 0. Apparently it has 
no real roots. However, to solve the problem we can introduce a new set C that may 
be considered as an expansion of the real number set K. For this reason a new 
element ie  C such that i2 = -1 should be introduced. The element i is called the 
imaginary unit. Thus the given equation has two roots:

Def: A number z expressed in the form x + iy where x ,ye  Ж, i is the 
imaginary unit is called a complex number. The form x + iy is referred to as the
algebraic form  of the complex number z .

D e f : x is called the real part of z : x = R ez. у is called the imaginary part of
z : у = Im z .

Example 1.6. Find Rez, hnz, if a) z = 1 + i ; b) z = 4 ;c) z = —l—. 

□ a) If z = 1 + i then Re z = 1, Im z = 1 .

b) If z = 4 then Re z = 4, Im z = 0.

c) If z = —  then Rez = 0, Imz = 
7 2



So to determine a complex numberz an ordered pair of real numbers (x,y) 
should be taken. Furthermore as we know a geometric image of a real number is a 
point on the real line. Then a geometric image of an ordered pair (x,y)  is a point or 
its radius vector on the coordinate plane (pic. 1.5).

Def. : The coordinate plane where complex numbers are depicted is called the 
complex plane. The x -axis is called the real line, the у  -axis is called the imaginary 
line.

Operations on complex numbers expressed in the algebraic form

Let zx=xx + iyx and z2= x2+ iy2 be two complex numbers. Then

1. zx = z2 if and only if xx=x2, yx = y2.
It should be remembered that nevertheless examining two complex numbers 

for equality can be possible comparison operation is inapplicable.
2. z = zx± z 2 if z = x + iy, where x = x1±x2,y = y1± y 2.

3. z = zx- z2 if z = x + iy, where x = xx • x2 -  y1 • y2, у = xxy2 + x2yx.
. Z, . „ , X  • X, +  y, • y, y, • x,  -  X  • y,4. z = — if z = x + iy, where x = —— -— 1 2 , у = —— \---- .

z2 x2 +y2 x2+ y2
Def. : A complex number J  = x - i y  is called a complex conjugate of

z = x + iy .
zExample 1.7. Find zx + z2, zx -  z2, zx - z2, — , if zx = 1 + /, z2 = 1 -  2 i.
Z2

□ Operating with complex numbers can be carried out as with algebraic 
expressions. zx + z2 = 1 + i +1 -  2i = (l + 1) + /(l -  2) = 2 -  i . In like manner we have 
Zj -  z2 =1 + / -  (1 -  2/) = 3i .

Since i2 = -1, Zj • z2 = (l + z)(l- 2i) = = 1 - 2 i2 -2 i  + i = 3 - i .



z z z z
To find the quotient — the formula — = ^ z r  can be used. Note, that for any

Z 2 Z 2 Z 2Z 2

complex number z = x - i y  the product zz results in x2 + y 2. Then, 
Zj _ z{z2 _ (l + z')(l + 2z) _ 1 -  2 + 2/ + / _ 1 3

- 2  Z2Z2 1 + 4 5
,\4

5 5

Example 1.8. Find (l + z) •
n

□ Using the Binomial formula in the form (x + iy)'‘ = ^ С ‘пхп 1 (iy)1, where the
/=о

binomial coefficients C1 = n\
i\(n-i)\

—, n\ = \-2-...-n, we have (l + z)4 =

= C4° + C\i + C2i2 + &  + c y . Since C4° = —  = 1, C\ =—  = 4, C2 = —  = 6,4 4 4 4 4 4 Qj4j 4 4 2J2!

C] = —— = 4, C4 = = 1 and i2 = -1, z3 = / • z2 = -z, z4 = 1, we get
3!1! 4!0!

(l + z)4 = 1 + 4z -  6 -  4z +1 = -4 .■
A position of a point on the coordinate plane (pic. 1.6) can be determined not 

only by an ordered pair (x,y) but the ordered pair (r,cp), where r is the distance
from the origin to the point (OA) and cp is the angle between О A and the positive 
direction of the x -axis.

Def.. r is denoted by Izl and called the modules of a complex number z.

As shown in pic. 1.6, r or OA is a hypotenuse of hAOB then r or |z| is л]х2 + у 2 .
у

Angle cp can be found from the equation tan ф = —.
x

However, the correspondence between points on the plane and pairs (г,ф) is

not a one-to-one correspondence. For example, the pairs 

position of the same point.

( ( 9тг A
1 ,- and 1,—

l  4 J l  4 )
define a



To disambiguate this fact the range of cp should be restricted. Let cp vary from 
— 71 to 7Г. To find cp it is convenient to use the scheme (pic. 1.7):

Pic. 1.7
Def: cp is called the principle value o f the argument of z and denoted by

argz.
All possible values Argz of the argument of zare given by

Argz=argz + 2nk, k e Z .

Consider the problem of evaluating x and у  in terms of randcp. Concerning 
the fact that the side OB being adjacent to ZAOB  is xand the hypotenuse OA is r 
we have x = d4cos(ZAO£)=rcoscp. By analogy, у  = (A4sin(ZAO£)=rsincp 

Then, any complex number z = x + iy can be represented in the form

z = x + iy = r(coscp + i sin cp).

This form is called the trigonometric form  of a complex number.

Example 1.9. Find modules and arguments of the given complex numbers. Plot 
geometric images of the numbers, if

. . .  . . / л/з /zt — 1 + z, z2 — 4, z3 — —1 + z, z4 — ——, z5 — -  —.

□ By the definition of the modulus, |z| = <Jx2 + y 2 , where x = Rez,y = Imz. 

Then for Zj = 1 + z we get \zx\ = -y/l2 + 12 = л/2 . Using the scheme presented on pic. 1.7

cp, = tan-1 —=arctan— = arctan 1 = —. In like manner, |z21 = л/42 + 02 = 4, cp2 = 0;
jc 4x

= ^ ( - l ) 2 +12 = V2 ,cp3 = л + a rc tan ^  ^ ; к  = Jo2 +
{  2 )

1  7Г

~ 2 ,q>4 ~ ~ 2 ;



pic. 1 .8 .и

(  i V
v ~ 2 y

= 1 , cp, = - 7 i  + arctan —j= =
v 3

5 л

~6
The images are depicted in

Operations on complex numbers expressed in the trigonometric form

Let Zj = ^(coscpj + z'sincpj) and z2 = r2(coscp2+ /sin(p2) be two complex
numbers represented in the trigonometric form.

Then
1. z = z, ■ z2 = /• (coscpj + z'sincpj)-r2(coscp2 + zsincp2) =

= щ  {(coscpj cos(p2 -  sin (p, sincp2) + /(sincpj coscp2 + sincp2 coscp, )| =

= ^ { c o s ^ j  + cp2) + /sin(cpj + cp2)};

2. z = — = —{005(9 ! -cp2) + /sin(cp1 -cp2)};
z2 r2

3. z = z” = /;"{cos(/7 • cp, ) + /sin(z7 - cp, )], n e N .

In the particular case, when rx = 1, we have

{coscpj H-ish^}” = |cos(« • (p,) + /sin(z7 • cp jj. 

This formula is called by de Moivre's formula.

z = dzx = ф\ \ cos  ̂cp, + 2nk2 + /sin 1l l  n ) l  n J  J « - l , w e N .



Exam ple 1.10. Find >/з i
------ 1----
2 2

. \

□ To raise the complex number 2 + 7 to 5 it is needed to represent it in the

trigonometric form: ч/З  ̂ 71 . 71 ̂
cos— + 7 sin—6 6y

7Гwherefrom r = 1, ф = —. Then
6

. \л/3 i
------ 1----
2 2

7 5 7 1 5 7 1cos—  + zsin-
v 6 6

л/з i
-------1----

2 2

Exam ple 1.11. Find ( l  + z)5 ^л/з - i j  .

□ The given expression can be considered as a product of two numbers 

zl ={\ + i f  and z2 = ^у/з -  ij . According to example 1.9,

Then

1 + / = y/l \ cos— + isin-71

Zj =  ( l  +  / ) 5 =  A y f l

\ 7 7 7
; V 3 - /  = 2 COS

71
+ / sin

71

) v 6 y l

r 5 n  cos—  + zsm
l  4

= 128
7

cos
7ti

+ 7 sin

5 7 Г  ^

t J
r 7tt

v 6

;z2 = ( V 3 - z )  =

5 к  7wherefrom r. = 4>/2, r, =128. However, it should be noticed that —  a n d ----- can
1 2  4 6

not be taken for the arguments ф1 and cp2, because the argument of a complex
number cp varies from -ж to ж. Thus, reduction formulas should be used:
571 371 771 5тг . Зтг 5ж—  = 271----- and ------= -2ж + — . Then, ф, = ------and ф9 = — .
4 4 6 6 1 4 6

7 7
COSIn result, (l + i f  ̂ л/з -  / j = 4yf2 • 128

V

5тг ЗтЛ  . f  5ж Зтг 
+ /sin

V

W

\ J )

= 5\2y/2 ж жcos— + 7 sin— 
12 12

Example 1.12. Solve the equation z3 = 1 + i
□ To find all roots of the given equation it is needed to calculate all values of 

>J\ + i . For this reason the complex number 1 + / should be represented in the

trigonometric form: 1 + i = y[2 f  ж . ж̂  
COS—+ 7 Sin —

v 4 4 у
wherefrom r = V2, ф = —. Then,

4



VT+7 = ^ ( V f j

f n  } -  + 2жк f n  } — + 2тг kЛ
 ̂cos 4 + / sin 4 >

3 3
l  J \  J

к = 0,1,2, i.e.

k = 0, z0 = 26

к = 1, Zj = 26

^  7Г . . я Лcos— + zsin— 
12 12V ^  W

97t . . 9tt
cos—  + zsin

fc = 2, z2 = 2(

V
1 /

12 12
17тг . . 17ж)cos------1- zsm

v 12 iz. J

1.084 + 0.291/, 

-0.794 + 0.794/, 

-0.291-1.084/.
12 12 

The obtained solutions are plotted in pic. 1.9.

Exercises

1. Find Imz, if z =

2. Find Rez , if z =

1- 2/  

' 2 - Л 3
v 1 + / J

3. Find |Zj -z2|, argz2, Re(zj -z2), Im
r  \

\ z u
, if Zj — 1 + / , z2 — —2 "f 2/

4. Find modulus and arguments of the complex numbers:
^ A tt A тг ̂

Zj = - 2 / '
4ж . 4%cos----- /sin----7 7 j

; z = (l + /)(л/з -  /j .

5. Solve the equations: z6 -1  = 0; z3 -  / = 0 .
6. Depict the regions on the complex plane given by

a) |z| = 1; b) И=1’ \ж c) 0<argz<—;
argz = 
|z|<l.

ж
4



1.3. CONCEPT OF A FUNCTION

Def.\ A function /  from a set X to a set 7 is a correspondence that assigns 
to each element x of X  a unique element у  of 7. The element x is called an 
independent variable or an argument. The element у  is called a depended variable 
or an image of x under/  and denoted by / (x).

Def. \ The set X  is called the domain of the function / .  The range of the 
function /  consists of all images of elements of X.

Remark 1.3
1. It is generally said that a function y = /(x )  maps a set X  into a set 7: 

/ :  Х-» 7 . In this case /  is called a mapping of X  into 7.
2. The symbol / (x) is used for the element associated with x , and it is read 

“f  of x”. Sometimes / ( x )  is called the value of /  at x.
3. In particular, we may use any other letter instead of x as an argument of 

/ .  For example, the functional correspondences:/(x) = x2 , f ( t )  = t2 and
/ (a ) = a 2 are identical and defined the mapping / :  Ж —» M+, where M+ is a set of 
all nonnegative real numbers. Also, we may use any letter instead of /  for function 
denotation. The functions g(x) = x2, u(t) = t2 and / (x) = x2 are also identical.

Classification of functions

Functions listed below are called basic elementary functions:
•  constant C (pic. 1.10, a),
•  the power function x“ (pic. 1.10, b-c),
•  the exponential ax (pic. 1.10, d),
•  the logarithm logax (pic.1.10, e),
•  the trigonometric functions: sin(x), cos(x), tan(x), cot(x) (pic.1.10,f-g),
•  the inverse trigonometric functions: arcsin(x) (sin-1 (x)), arccos(x)
(cos-1(x)), arctan(x) (tan-1(x)), arccot(x) (cot-1 (x)) (pic. 1.10, h-i).



Pic. 1.10

D ef: An elementary function is a function that may be represented by a single 
formula y = / ( x ) ,  where / ( x )  involves only a finite number of arithmetic
operations (addition, subtraction, multiplication, division) on basic elementary 
functions and expressions that are functions of functions called composite functions. 

Examples of elementary functions:
•  the hyperbolic functions:

ex -  e “ xthe hyperbolic sine shx = ---------,

ex + e~xthe hyperbolic cosine chx = --------- ,



cbr рх _р х
the hyperbolic tangent thx = ---- =

chx ex + e x

cluethe hyperbolic cotangent cthx = ----
shx

ex + e 
ex — ~x

•  the rational functions:
the linear function у  = ax + b,

the quadratic function у  = ax2 +bx + c, 

the polynomial functions

Pn(x) = aQxn + axxn~x + ... + an, Qm(x)= b0xm + bx xm4 + ... + bm,

P (x)the rational function R (x) = пУ } .
Q M

Other examples of elementary functions:

у = sin^x2 y  = %lx2 + 3x4, у  = ( x - \ ) e x, y  = (l + x j x .

Examples of noil-elementary functions:

•  1 +  X +  X + .. .  +  X +...

This formula contains an infinite number of arithmetic operations;

•  У = \
- 1,
0 ,

1,

x < 0, 
x = 0, 
x > 0.

Inspite of the fact that the latter function called a piecewise function coincides 
with basic elementary functions in separate parts of the domain, it is not an 
elementary function in the entire domain.

Inverse functions

Consider the function y = / ( x ) ,  where / ( x )  = 2 x - l .  The graph of /  is 
illustrated below (pic. 1.11).
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As we see the considered function satisfies the condition: / ( x ,)  = / ( x 2) 
implies xl =x2. Graphically it means that any horizontal line у  = C intersects the 
graph no more that at one point. Consequently the equation у  = f  (x) has no more 
than one solution for each у . Solving y  = f  (x) for x we get the correspondence 
x = g (y) that is called an inverse function. Also it can be possible another 

denotation for the inverse function: x = / _1 ( y ) .

Composite functions (functions of a function)

Def\ Consider a function u = cp(x), which maps a set X  onto a set U: 
cp:AT —> С/, and a function y = f {u) ,  which maps a set U onto a set 7: / : ! / - »  7 , 
then the composite function y = f  (cp(x)) maps a set A onto a set 7: /  о cp: 7 .

Remark 1.4
We read function notation ( /  ocp)(x) from right to left that means we should 
calculate the value of cp at x first then substitute the result in / .

Example 1.13. Find composite functions f  ° cp and cp °/, if / ( x )  = 3x2- 4  

and cp(x) = V x - l .
□ According to the definition ( /  ocp)(x) = /(cp(x)) while 

(ф ° /) (* )  = ф(/(*))-Т1ш8,

/(cp(x)) = /^V x^T j = 3^Vx^l j2 -  4 = 3 ( x - l ) - 4  = 3 x - 7 , i f x - l > 0

<p(/(jc)) = cp(3x2 -  4) = ^(Зх2 -  4) -1  = л/Зх2 -  5, if Зх2-5 > 0  . ■

Example 1.14. Represent the function y  = y jx - 1 as a composition of 
elementary functions.

□ Let cp(x) = x - l ,  f (u)=yju.  Notice, cp(x) and f { u )  are elementary

functions. Then у = = /(ф (* )) or 7 = ( / ° ф ) М - "



The ways of functions representation

The following ways can be classified:
1) analytical representation,
2) table representation,
3) graphical representation,
4) representation by verbal description.

Analytical representation. The functions are represented analytically by means 
of formulas:

•  у = f  (x) -  this equation specifies an explicit function,

•  F(x,y)  = 0 this equation specifies an implicit function,

•  x = cp(/), у  = i|/(7) -  these equations specify a parametrically defined function.

Table representation o f a function. Let {xl,x2,...,xt1} be a set of ordered 
values of arguments, where xl <x2 <...<xn, {yl,y2,...,yn} -  a set of corresponding 
values of a function. The function can be represented by the table shown below:

Table 1.1
X Xj x2 *3 X4 Xn

У У\ У  2 Уз У  4 Уп

Graphical representation o f a function. Consider a function /  (x) defined as 
f - . X^ >Y <* f ( x )  = y .

Def.  The graph of the function / ( x )  is called a set of ordered pairs: 

G = j(x,y) e M2 : x e X,  у  = f  (x)j . A point on the xy-plane is assigned to an ordered 

pair (x,y)  e G .
Verbal description. Define a function / (x) as the integer part of a number x : 

/ (x) = [x]. The largest integer that does not exceed x is called the integer part of the 
number x (denoted by [x]). Thus, [1,2] = 1, [2] = 2, [-2,3] = -3. The function 
/  (x) = [x] is called the floor function. The domain is the set of real numbers Ж, the
range is the set of integer numbers Z .

Example 1.15 . The dependence between the temperature T and the time t is 
represented below by means of the table 1.2 and the graph (pic. 1.12).

Table 1.2
t 9:00 10:00 11:00 12:00 13:00 14:00
T 21° 21,2° 21,5° 00 о 22,8° 23,5°



Graphing functions

To plot the graph it is useful to specify some properties o f a function.
Def.  The domain D ( /)  of a function / ( x )  is called a symmetric set if for

every x e D ( / )  there exists - x  such that -x  e D(f ) .
Def. The function / (x) is called even if f ( ~x )  = f  (x) for every x e D ( f ) . 

The function / ( x )  is called odd if / ( - x )  = - / ( x )  for every xe D ( / )  . The graph 
of an even function is symmetric about the у  -axis. The graph of an odd function is 
symmetric with respect to the point О (the origin).

D ef: A periodic function is a function that repeats its values in regular intervals 
or periods. A function /  is said to be periodic with period T (Г > 0 ) if
/ (x -  Г) = ./ (x) = / ( x  + 7’) for any xe D( f ) . The smallest positive constant T (if 
it exists) is called a basic period.

Example 1.16 . Sketch the graph of the function / ( x )  = л/1 -  x .

□ The function / ( x )  = V1 -  x is an explicit function. The domain / ) ( / )  can 
be defined by the inequality 1 — x > 0, i.e. A / H  x: x <l} = (-да, l ] . Notice, that the 
domain D( f )  is not a symmetric set. Consequently, the function /  is neither an 
even nor an odd function. Also / ( x )  = -  x is not a periodic function.

To sketch the graph we can use the table of graph transformations. Suppose, 
the form of the graph of / ( x )  is known then to sketch the graph / ( x  + C), where
C > 0, we should shift the graph of / ( x )  C units to the left.

There exist other transformations listed below (table 1.3).



No Function Transformation
1 / ( x  + C) Shift the graph of / ( x ) C units to the left if C > 0. 

Shift the graph of / ( x )  C units to the right if C < 0 .
2 f ( x )  + C Shift the graph of / ( x ) C units up if C > 0 . 

Shift the graph of f ( x )  C units down if C < 0 .
3 f ( C x ) Stretch the graph of / (x) horizontally by C , if C < 1. 

Shrink the graph of / (x) horizontally by C , if C > 1.
4 C f ( x ) Stretch the graph of / ( x ) vertically by C , if C > 1. 

Shrink the graph of / (x) vertically by C , if C < 1.
5 - f ( x ) Reflect the graph of / ( v )  over the x-axis
6 A - * ) Reflect the graph of / ( v )  over the y-axis

Function Vx can be taken as the original function whose graph is well known. 
Write out the sequence of transformations:

Above arrows number of transformation is marked. Steps of sketching the graph of 
the given function are shown below (pic. 1.13). ■

X
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Example 1.17. Prove that the equation x2 + y 2 = 2x -  4у  determines a circle. 
Find its radius and coordinates of the center. Sketch the circle.

□ A circle can be defined as the locus of all points that satisfy the equation:
( x -x 0)2 +(у~Уо)2 = R , where R (R >0) is the radius of the circle, and x0, y0 
are the coordinates of its center. Rearranging terms and completing the square in the 
equation x2 + y 2 -  2x -  4у  we have

x2 + y 2 - 2 x  + 4y = 0=>(x2 -  2x +1) + [y2 + 4y + 4 j -  5 = 0=> (x - 1)2 + (y + 2)2 = 5.



Hence, x0 = 1, yQ = -2, R = V J . Notice, that this equation specifies an implicit 
function. ■

Pic. 1.14

Graphs of functions represented parametrically

In some cases it is more convenient to represent a function by expressing x 
and у  separately in terms of a third independent variable, which is called a
parameter: x = cp(t), у  = i|/(V). In this case, any value of t generates a pair of values 
x and у  , which is considered as a point of the curve.

Table 1.4
t to t\
X x(t0) x(0
У У  (to) y{>i)

For example the circle with center at (1,2) and radius V? can be described by 
the following parametric equations:

x = \+y[5cost, y  = - 2  + y/5sint,

where t is a parameter, t e  (-со; со). Rewriting the equations in the form:

x — \ =>/5cost, у +2 = \J~5smt, squaring them and summing them we will receive the 
equation of the circle in xy-coordinates:

J x - l  = V 5cost, J ( x - l ) 2 = 5 c o s2t,

[y+2 = V5sint | ( y + 2)2 = 5sin2t

( x - l ) 2+ (y + 2)2 = 5^cos2t + sin2tj or 

( x - l ) 2 + (y + 2)2 = 5.



can
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Example 1.18. Sketch the graph of a function x = -— у  = -—

□ Obviously D(x) = Ж, D(y) = M. Thus t e (-oo;+co). The range of x(t) that 
be denoted by £'(х) = Ж. Since y{t) > 0 \ft e D(y) and 

tlim y(i) = lim -----^ = 1, £  (y) = [0,1). Make a table:
f->±oc/V 7 ^±ool + ?2 ’  L 2

Table 1.5
t -2 -1 0 1 2 3

X
8 1 0 1 8 27
5 2 2 5 10

У
4
5

1
2

0 1
2

4
5

9
10

We plot each point (x(7),y(7)) and join them. The graph is represented below (pic. 
1.15). ■

Pic. 1.15

Graphs of functions represented in polar coordinates

Let a point О be the pole, a horizontal half-line Ox -  the polar axis.
Then r and cp are polar coordinates of an arbitrary point M  on the plane 

(pic. 1.16). The polar radius r is equal to the distance between M  and the pole (the 
length of the segment ОМ ), r > 0. The polar angle cp is the angle between segment 
OM and the polar axis. The angle cp is measured counterclockwise, cp e M.

Let the origin of Cartesian coordinates system coincides with the pole and the 
positive direction of the x -axis coincides with the polar axis.



Then the relationship between rectangular and polar coordinates of M  can be 
expressed by the following formulas:

x = rcoscp, у  = rsincp;

= yjx2 + y 2:

and vice versa:

arctan—,y > 0, x > 0,
x

% + arctan—, у  > 0, x < 0,
x

cp = < -7Г + arctan—,y<0,  x<0, 
x

arctan—, у  < 0, x > 0,
x

~ s ig n (y ) , x = 0.

The equation r - r(cp), cp e \a,b\ is called the polar equation of a curve.
The curve exists for all cp: r(cp) > 0.

Example 1.19. Sketch the graph of function r = a (l + coscp) a > 0.
□ Since -1<  coscp <1, r> 0 for all cpeM. The function r = a (1 + coscp) is a 

periodic function with the period T = 2tz . Consequently the domain of 
r = a (l + coscp) is D (r) = {cp: -  7i + 2тг̂  < cp < 7i + 2тг^Д e Z}, the range is 
£ '(r) = [0; 2of], It can be easy to verify that r(-cp) = r(cp). Indeed, 
r(-cp) = a{\ + cos(-cp)) = a (1 + coscp) = r(cp).

It means that the curve is symmetric about the polar axis (pic. 1.17). Taking 
into account the fact of symmetry of the graph and periodicity we make the table for 
сре[0;тг].

Pic. 1.17.



Ф 0 n
4

71
2

37Г
T

71

r 2 a a (1 + 4 ) » l , a a ( \-^ p j^ 0 ,3 a 0

This curve is called the cardioid. и
Example 1.20. Sketch the graph of the function r = sin2cp.

2n□ The function sin2cp is a periodic function with the period T=— =tz. The 

given function is defined for cpeM: sin2cp>0. So the domain of sin2cp is 

D (r) = {cp: 2izk < 2cp <л + 2пк, к e Z} or D(r)  = jcp: тг/г < ф < ^  + пк, к е z j .

That means the curve is located on the first and the third coordinate quarters and has

two identical parts for ф<  ̂ 71 Зтг
0 ; - and фе

L 2 J L 2 J
because 8т2(ф + 7с) = 8ш2ф.

Thus, to plot the graph it’s enough to consider the interval 0 : -

Table 1.7.
Ф 0 71

12
71
~6

71
4

TZ
з"

5tz

12
7Z
2

r 0 1
2

A
2

1
A
2

1
2

0



Exercises

1. Find the domain of the functions:

a) y  = Vx"+~5 -yJ-8 -  x ;

b) y = \J9 -  x2 arctan1  ;
x

c) y = arccos----- 2 .
1 + x

2. Find the range of the functions:

a) y = 2/x ;
b) y = sin x + cos x ;
c) y = lg(1 -  2cosx).

3. Using graph transformations sketch graphs of functions given below:

a) y = \x -  3 ;

b) y = 21-x;
c) y = log2 (x -  1)

d) y 2 - x
3 - x



CHAPTER 2. LIMITS AND CONTINUITY
2.1. NUMBER SEQUENCES. LIMITS OF NUMBER

SEQUENCES

Def.  A function /  that maps the set of natural numbers N into a set X  
( /:N  -» X )  is called a number sequence.

As a result we will come to the notation:

xn= f ( n ) , n e N  or K C r

Under this concept x is the i th term (element) of a sequence, xn is the n th
term or the general term of a sequence.

Example 2.1: Write out the first four terms of the following sequences:

n e  N;a)  x ,  = fn
, л 2n +1b) x„ =— — , n e  N;

n
л ■ Ш  _ Tc) xn =sin— , n e N .

□ If n = 1 = t i L  = l . in similar fashion we have x2 = - ,x 3 = x4 = - .
1 1 2 2 3 3 4 4

ч 2-1 + 1 _ 5 _ 7 _ 9
a) Xj — 2̂ — 3, x 2 ^,x3 ^ ’ ^4 ^  •

b) Xj = sin^^- = 1, x2 = sin n = 0, x3 = sin^- = - 1, x4 = sin 2л = 0. ■

Def. {x£_! is bounded from above if there exists a number Л such that 
x,„ < A for all n e N.

D ef { x £  j is bounded from below if there exists a number a such that 
xn>a for all ne  N.

D ef . { x £  is bounded if { x £ =1 is bounded both from above and from
below.

Example 2.2. Determine if | x £  is bounded from below or from above or it 
is unbounded.



□ All of the given sequences is determined by listening vales of their elements. 
As we know a sequence is a particular case of a function. Consequently it can be 
depicted on the xy coordinate plane (pic. 2.1 a-b).
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H----1
8 10

a) As pic. 2.1, a shows all points interpreted as terms of the sequence are inside a 

strip region bounded by two lines with y-intercepts 0 and . It means it can be found

two numbers a and A (in the considered case we may put ^  = ~ a = 0) such

that xn < A and xn > a for all n e N. Thus in case a is bounded both from above and 
from below or just bounded.

b) Apparently there are no such a and A that xn < A and xn > a hold for all 
n e  N. Even more \xn | > b is met for any real b > 0. Hence the sequence is 
unbounded. ■

Note, the numbers a and A are not unique. For example, the sequence 

with the range jl,^-,^-,...,—,...|,«  e N is bounded from above. So any number

greater than or equal to 1 may be taken for the number A .
Def.: The least number A : xn< A , n e  N is called the supremum of {xnYn=l

or A -  sup{xn}.

Def.. The greatest number a: xn>a, n e  N is called the infimum of {x„Yn=l 
or a = inf .

Example 2.3. Find sup {.*:„} and inf , if

a) xn= —, n e  N .
n

b) xn = n2 +1, n e N
□ a) sup{x„} = 1, in f{*„} = 0; b) sup{x„} = +°o, in f{xn} = 2 .u



Note, the supremum and the infimum of a sequence always exist.

Def. A sequence is increasing (decreasing) if xn <xn+l (xn > xn+]) for
all « e N.

Def.: A sequence is strictly increasing {strictly decreasing) if < хи+1

( X  > x ,!+i ) fo ra1 1  ^ e N .

Def.: Increasing or decreasing sequences are called monotonic sequences.

Example 2.4. Determine if is increasing or decreasing or it is not
monotonic.

a) xn = 2/7 +1, n e N .

( - 1) ”
b) x„=-— —,T?eN.

n
□

a) Since xn+l = 2{n +1) +1 = 2n + 3 > xn = 2n +1 is strictly increasing.

b) Calculate the first three terms of {xnYn=l '■ A = -1, x2 = -j, x3 = ~  . It can be

easily shown that there is no any tendency for • Indeed, xl < x2, x2 > x3.

Thus {x„Yn=l is neither increasing nor decreasing. ■
Def. The statement

limx = A

means that for any given в > 0 there exists a number A = A (s) such that \xn -  A\ < в 
for all n e N.

The inequality \xn -  A\ < в is equivalent to the fact that terms xn belong to 
в -neighborhood of A . Graphically it means that points interpreted as terms xn are 
situated inside the strip region shown below (pic. 2.2).
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Consider the sequence xn = - , / i e N .  The graph of {jc }°° is depicted below
n *

(pic. 2.3). Fix some small s> 0  and draw a straight line with ^-intercept 8. For 
example, let в = 0.6 .

♦ ♦s
*  ♦

6

-s 
- y-

Pic. 2.3

Since all terms of the given sequence are positive it’s enough to focus on the 
part of the region located above the x-axis. Terms with subscripts greater than 2 are 
within the considered region.

And a finite number that is only one element for the chosen s is outside the 
region. Similar behavior keeps without changing whatever s we choose. This 
demonstrates the fact that limit exists. Moreover the greater n is the closer xn is to

zero. And it’s intuitively understood that lim— = 0.
w—> со jq

Proposition 2.1. I f  a sequence has a limit it is unique.
Theorem 2.1 (The Convergence theorem)
a) Every increasing sequence |xn}” that is bounded from above is convergent 

{there is a finite limit o f {xn}” ) and
lim xn = sup{xJ.
И-» GO v '

b) Every decreasing sequence |xn| ” that is bounded from below is convergent 

{there is a finite limit o f {xn}” ) and
lim xn = inf {x J .

Using the Convergence theorem it can be proved that

lim
n-> со

(  1 Л"
1 +  -  

V n )
= e,

where e is called the Neper's number, e = 2,18281...



2.2. LIMITS OF A FUNCTION

It is often necessary to study behavior of a function in a neighborhood of some 
point. Consider a function y  = f ( x )  which is defined in some neighborhood of 
a point x(j. Analyzing behavior of /  means that we equate the argument x to values 
which approach x0 as close as we wish: x = x0± 0,1; x = x0± 0,01; x = x0± 0,01 and 
so on (this procedure is denoted by the symbols: x —»x0) and then we calculate the 
corresponding values of the function: f ( x 0± 0,l); / ( x 0± 0,01); f ( x 0± 0,001),.... that 
may approach the definite number A or not.

Let’s consider/(x) = x2, x0 = 2. Then at x = 2 + 0,l / ( x )  = 2,l2 = 4,41; at 
x = 2 + 0,01 / ( x )  = 2,012 = 4,0401; at x = 2 + 0,001 / ( x )  = 2,0012 = 4,004001. In 
this case the values of the function obviously approach 4. It is said that the function 
f ( x )  = x2 has the finite limit 4 at 2. The common notation: limx2 = 4 or

x2 —> 4 if x —> 2. This statement will be proved below.
Def.: The statement

lim f  (x) = A
x-»x0

means that for any given s > 0  there exists 8 = 8 (s) such that | / ( x ) -  zl| < s 
whenever |x -  x01 < 8.

Note, that / (x) isn’t needed to be equal to A at x0; in fact, it can be even 
undefined at x0. The given above definition can be referred to as the (s,S) - 
definition of a limit or Cauchy’s definition o f a limit.

Example 2.5. Prove, that limx2 = 4.
x—>2

□ Let’s take s > 0 what we wish. Now, we want / (x) = x2 to differ from 4 by 
less than в . In other words, we want |/ (x) -  4| = |x2 -  4| < в . Solving this inequality, 
we have

Since x e U ( 2 ) ,  only positive solutions of the inequality should be considered. 
We may represent numbers in the left and the right sides of the last inequality in the 
following form: л /4-в = 2 - 8j(8j >0), >/4 + s = 2 + S2 (S2 >0) (pic. 2.4).

Let 8 be т т { 8,,82} . It is obvious that 8 = S2 = л/4 + s -  2 (see pic. 2.4). This 
is guaranteed if |x — 2 |<8 , thus for the considered s > 0  choosing x within a



symmetric neighborhood of 2 with radius 8 guarantees that / ( x )  is within a 
symmetric neighborhood of 4 with radius s or limx2 = 4. ■

x—>2

Theorem 2.2 (Uniqueness of a limit)
A function у  = f { x )  has at most one limit.

Theorem 2.3
I f  a function у  = f { x )  has a finite limit as x —»x0 then f { x )  is locally 

bounded near x0.
Remark 2.1
The definition given above is valid only for the case when x0 and A are finite. 

If x0 =  oo the definition can be modified as follows:
lim f i x )  = Ax->co V 7

if for any given s > 0 there exists 8 = 8(s) such that

|/ (x) -  < s whenever |x| > .

Graphical interpretation of the considered case is illustrated below (pic. 2.5)

Pic. 2.5



If x0 is finite and A = oo the definition can be written in the form:

lim f  (x) = oo
я—»л;0 7

if for any given e > 0 there exists 8 = 8(e) such that |/ (x)| > — whenever |x -  x0| < 8

(pic. 2.6).
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The negation of existence of a limit can be formulated as follows:
there exists e > 0, such that for all 8 > 0, there exists x , which satisfies 
0 < |x -x 0|<8 , but |/ ( x ) -A |> e .

Remark 2.2
1. None of the trigonometric functions (sinx, cosx, tan jc,  cot jc ) has a limit

as x —»  oo .

2. The functions arcsinx and arccosjc don’t have limits as x —> oo because 
their domains are bounded sets. At the same time

л. 71 л. 71lim arctan x = — lim arctanx = — .x̂ +co 2 X—> — CG 2

D e f . A  function /  (x) is called an infinitely large function, if lim /  (x) = oo

Def. A function f i x ) is called an infinitesimal function, if lim f i x )  = 0 .
V 7 V 7

General theorems about limits
Theorem 2.4
/  (x) has a finite limit A as x approaches x0 i f  and only if there exists the 

representation f  (x) = A + a(x) where a(x) is an infinitesimal function as x —»x0 or 
f  (x) = A + a (x ) ,a (x )  —> O o  lim / (x) = A.

X  ^X q X



Theorem 2.5 (connection between an infinitesimal function and an 
infinitely large function)

a) if oc(x) is an infinitesimal function as x —»x0 and a(x ) Ф 0 then

A(x) = 1

a M is an infinitely large function as x —»x0.

b) if  Л(х) is an infinitely large function as x ^ x 0 and A(x) ф 0 then

a ( x ) = A(x)
is an infinitesimal function as x —»x(о •

Theorem 2.6 (limits arithmetic)
Let / ( x )  and g(x) be defined in a punctured neighborhood of x0

О
(C/(x0) = C/(x0)\{x0}) and lim /(x ) = A, limg(x) = 5 , where A,В are constant.

X >-Xg X—>Xq

Then
a) lim{ f {x)±g{x)}  = A±B-,

b) lim { /(x )-g (x ) | = A-B;
X —> x 0

c)

Corollary
lim {C -/(x)j = C • lim / ( x ) ,  C = const.
x—>Xq X —> x 0

Theorem 2.7 (limits of a composite function)
Let у be a function o f и (y = f ( u ) )  and и be a function o f x (u = g(x)).  

f ( u )  and g(x) are defined in a neighborhood o f u0 (U(u0)) and a neighborhood 
of  x0 (£/(jc0)) respectively. I f  limg(x) = M0 and lim f ( u )  = A then / (g (x ) )  has a

limit at x0 and lim /(g (x )) = A.
x-»x0 '  V '  '

Theorem 2.8
Let /j(x ) and / 2(x) be defined in U(x0j and lim f { x  ) = A, lim f 2(x) = B. I f

X —>Xq X  ^ Xq

f  (x) < f 2 (x) or f  (x) < f 2 (x) hold for Vx e U (x0) then A < B .
Theorem 2.9 (Sandwich theorem)

о
Let / i ( x ) , / 2(x) and cp(x) be defined in £/(x0) and

о
lim /i(x) = A, lim f 2(x} = A. Suppose, /Дх)<ср(х)< / 2(х) holds for  Vx e U(x0).
X ^-Xq X ^-Xq

Then limcp(x) = A (pic. 2.7).
x->x0



у

Pic. 2.7
Theorem 2.10
I f  f  (x) is an elementary function, defined in I I w h e r e  x0e D f , then 

lim f ( x )  = f ( x 0).
X —^X q

Thus, for example, lime* = ex° or lim siiu  = sinx0 are valid for any real x0.
X —>-Xq x —» x 0

Properties of infinitesimal functions
Let oc(x) and P(x) be infinitesimal functions as x-»x0: 

lim a(x) = 0, lhnp(x) = 0 .
x->x0 V 7 x-»x0 V 7

1 . lim{a(x) + p(x)} = 0 ;

2 . lim a(x) • / (x) = 0 , where lim / (x) = A ;
X  ^ Xq X ^ Xq

oc( X)
3. lim — £ = 0, where lim f ( x )  = A , A ^ 0 .

X̂ X° /(x )  x̂ xo
We can visualize the given above properties as the scheme:

0±0 = 0,
0 • A = 0, A = const,

— = 0,A = const, А ф 0.
A

Properties of infinitely large functions

Let F (x) and G(x) be infinitesimal functions as x ^ x 0: 
lim F(x) = oo, limG(x) = oo.
x >x0 x—>x0



1. lim{F(x) + G(x)j = o o ;

2. lim{F(x) + /(x )}  = o o ,  where lim /(x ) = A, 4̂ = const;

3. lim F (x )-/(x ) = o o ,  where lim f ( x )  = А, А ф 0.
X —} X q V 7  4 7  x - > x ^  4  7

4 .  l i m F ( x ) - G ( x )  =  o o .
X—>x ĵ  4 7  4 7

Visualization of the properties are:

00 + 00 = 00,

o o  + A = o o ,  A = const,

со ■ A = со, A = const,

00 • 00 = oo.

Example 2.6. Find lim
x-+7

□ The rational fraction 

3x + 5

3x + 5
x - 5 
3x + 5

limit point 7. So lim

x -  5 
(  3x + 5

x̂ 7 x -  5  ̂ x -  5

is an elementary function that is defined at the

7

3-7 + 5 _ 26 
7 -5  2

Example 2.7. Find lim 2X (x2 -  4 ) .
x—>0 V '

□ The elementary function 2x(x2 -4 )  is defined at 0. Consequently, 

lim2x (x2 -  4) = 2° (02 -  4) = 1 • (-4) = -4 . ■

Example 2.8. Find lim 3x + 5
x -5

3x + 5□ Inspite of example 2 the fraction ----- — isn’t defined at 5. To give the
x -  5

, , ,  Зх + 5 , Зх + 5 1answer we should represent ----- — as a product: ----- — = (3x + 5)
x -  5

and find
x -5  " x -5

limits of each factor. Then, lim(3x + 5) = 3- 5 + 5 = 20.

The function x -5  is an infinitesimal one as x -» 5, so according to theorem

2.5 — -— is an infinitely large function: lim— - —  =  oo . Then the third property of
x - 5  x̂ 5x -5

infinitely large functions can be applied: lim------- = lim(3x + 5)------- = 00
x—>5 X — 5 *->5 x -5



Example 2.9. Find lim smx
*-»°° x

□ Due to non-existence of a limit of sinx as x —» o o  we can’t calculate the 
limit as a quotient of two functions: sinx and x . To get the answer we should rewrite

the function SmX as a product: —  = s in x '-  . Since Isinx|< 1 for any x e l ,  the
X X X

first factor sinx is a bounded function. According to theorem 2.5 the second factor

— is an infinitesimal function as x —>co. So we can apply the third property of
x

sin x 1infinitesimal functions and receive: lim----- = lim sin x • — = 0 . ■

Let’s consider the problem of calculating a limit of x2 -  Зх +1

X +  X
as

x —> o o : lim x — Зх + 1 The function x2 -  Зх + 1 is a rational fraction, whose
X +  X X +  X

numerator and denominator are polynomials. Graphs of the polynomials are given 
below (pic. 2.8). The solid and dash lines are used for the graphs of x2 -З х  + l and 
x2 respectively (pic. 2.8, a). The graph of x3 + x is depicted in pic. 2.8, b.

Pic. 2.8

As shown in pic. 2.8 the numerator approach +°o as x^+ oo  or x ^ -o o  and 
the denominator approach -oo as x —> -oo and +oo as x —> +oo. If we omit sign of

00 . This expression is called the indeterminateinfinity we will get the expression
00

form. The word indeterminate is used because a further analyses is necessary to 
conclude whether a limit exists or not.

To calculate the limit we should carry out some algebraic transformations of 
the given function. In this case, we say, that we investigate the indeterminate form.

Other examples of indeterminate forms are: 1 ^
0 , [ o 4 F - 4 [ r ]>[o°]’M -



Firstly we should identify the highest exponent of x in the denominator and 
divide both the numerator and the denominator by it. Then the limit of all remaining 
terms should be taken.

x2 3x + l
X

lim---- -------- = lim-
*-»°° x + x *-»°°

1 3 1 \
------ У_l T

y X  X X J

X '  1 Л 
1 + ~  у x J

- - > 0,
X x->°°

f e 0’

X x->°°

In a similar fashion we can show

0 - 0  + 0 

1 + 0
=  0 .

t. 7x3 + 8 x 2 + 3 7 t. 10- x - 2 x2 +3x6lim— ;----------- = —; lim------- ----------------= oo.
x->°° 5x + 2x +1 5 x->°° 4x -  5x -  6
According to these results it leads us to the rule:

P (x)
The limit lim ” . is referred to as the third remarkable limit.

x̂ Q m\x )

Example 2.10. Find lim(y/x2 + l -  y/x2 - l )  .
X— -̂GO \  /

□ We are dealing with one more indeterminate form [ o o  -  o o ] . In the considered 
case the given function involves radicals, so to find the limit we should multiply the 
function y/x2 + 1  -  y/x2 - 1  by it’s conjugate, that is y/x2 + 1 + y/x2 - 1 , and then divide

it by the same expression y/x~i-T + y/x - l . should be noted that multiplying by 
the conjugate is equivalent to applying the “difference of squares” formula 
(a -  b)(a + b) = a2 - b 2 . That implies eliminating radicals. Moreover, the conjugate

y/x2 + 1 + уlx2 - 1  —» oo as x —» oo .

|  уlx2 + 1 -  y/x2 - 1  j|y lx2 + l+  y/x2- l j
lim(y/x2 + 1 -  y/x2 -l)=
X->CO \  J

lim-
x—̂ 00 |y/x2 + 1 +y/x2 - l j



= lim
(Vx2 + i+ V x 2 - i )  L°°_

O.i

Example 2.11. Find lim x2 -4 x  + 3

x=l

x-»1 x - l
□ Let’s evaluate first the numerator x2 -Ax  + 3 and the denominator x - l  at 

x = 1: x2- 4 x + 3 = l - 4  + 3 = 0 and x —1| =1-1 = 0 . It leads to the
lx—1

O'
0 .

strategy differs from the previous one. We will simplify the fraction by factorizing 
both the numerator and the denominator. Since x2 -4 x  + 3 = ( x - l ) ( x - 3 ) ,

indeterminate form . Nevertheless the given function is a rational function our

-4 x  + 3 _ (x - l ) ( x - 3 ) x - 3  .
x - l  ( x - l )

This transformation holds for all values of x : x ф 1. Thus, we get

x2 -4 x  + 3 (x - l ) ( x - 3 )  ^lim-------------= l im-— —’-  = 1 -  3 = -2  .■
X -l (x~ l)

x2 -  4x + 3Example 2.12. Find lim
x̂ 3 x/ -  6x + 9

□ Following the strategy given above, substituting 3 for x in the fraction
x2 -4 x  + 3 
x2 -  6x + 9

leads to the indeterminate form O'
0

. So factorizing gives us:

.. x2- 4 x + 3 ( x - l ) ( x - 3 )lim—:---------- = lim- /v -
*->3 x -  6x + 9 *->3 (x-3)"

The obtained fraction can be simplified by cancelling the common factor

(x -3 ) : lim
v '  x-»3

( x - l ) ( x - 3 )  ( x - l )
( x - 3 ) 2 ^ ( x - 3 )  LoJ = 00

Example 2.13. Find lim + ^ ^  X .
*">2 X2 - 4

□ Substituting 2 for x in the given function + "2—^  leads to the
x - 4

indeterminate form 0

0
Moreover the numerator Vx + 2 -  л/б -  x is an irrational

function involving square roots. So firstly we should multiply the function by the
41



conjugate of y/x + 2 - у / б -х  : yjx + 2 + yj6- x and then divide it by the same 
expression. Further we should factorize the denominator x2 - 4  = (x -2 )(x  + 2). 
Thus,

:_yfx  + 2 - y / 6 ^ x  ( У ^ ь 2 - У б ^ ) ( У ^ 7 2 + У б ^ ) ^

x̂ 2 ( x - 2 )(x + 2 )(V* + 2 + > /б-х)
lim
x—>2 x - 4

= limx—̂2
+ 2 - ( 6 -x )

lim-
2 ( x - 2 )

(x -  2 )(x + 2 )^V* + 2 + у / б -х  j x̂ 2 (x -  2)(x + 2 )^V* + 2 + V6 - x )

= lim-------- , ----  v
x̂ 2 (x + 2)(v* + 2 + V6 - x j

1

4-4 8

>/x - 1Example 2.14. Find lim 7=
~ 4 /3 c - l

□ Inspite of the previous cases when given functions were rational fractions, 
whose numerator and denominator were polynomials, the considered fraction

involves radicals. Moreover, after substituting 1 for x in yfx - 1  

& - 1
we will have the

indeterminate form — . We can convert ^ —- into a rational fraction by means ofoj i B - 1

substitution. For this reason let’s identify the highest exponent of x in the numerator

and in the denominator. They are ^  and j  respectively. Then find the least common

multiply of 2 and 3. It’s 6 . So we should introduce a new variable t such that 
x = t6. Thus, we have

yfx -1lim—p=—
1 yfx -  1

X =  Г

= lim

x —̂ 1 t —̂ 1

t2 + t + 1 12+1 + 1

= lim t3- l ( t - \ ) ( t 2 + f+ l)
^ V - i  *->1 (7 - i) ( t+ i)

lim

1 t +1 1 + 1
We can single out the special group of limits. These limits are called 

remarkable limits. One of them so called the third remarkable limit is given above.

Also it can be proved that

lim
x—>0

sin(x)
= 1

It is called the first remarkable limit



To prove this fact let's make use of the illustration in pic, 2.9. The proof will 
be run for two cases: x > 0 and x < 0. Let’s start with the case when x > 0. Plot the 
unit circle and take a point M on the arc of the circle located in the first coordinate 
quadrant. Draw two perpendiculars from the points M  and C to the x-axis. Then 
consider АКОС', АМОС and the sector MOC . Denote the angle ZMOC as x .

Calculating the area of AKOC, AMOC and the sector MOC , we get
1 1 К С= — КС -ОС = — tanx, ОС = 1 as a radius of the unit circle, tanx = ---- ;
2 2 ОС

д . = —MB ■ ОС = — sin x , sin x = , OM =1 as a radius of the unit circle;
w oe 2 2 OM

1 1SsecMOC. = —r x = —x , r = 1 as a radius of the unit circle.
2 2

As it shown in pic. 2.9 Smoc < SsscMOC < SM-oc 1 . 1 1—sinx < —x < —tanx .
2 2 2

x 1
Dividing all parts of the inequality by sinx leads to 1<—— < Taking

sinx cosx
reciprocal of each part and applying the Sandwich theorem we have

sinx r  i r  i i r  sinx icosx < ----- < 1^> Inn cos x = 1, Inn 1 = 1^> lim------= 1.
v .\̂>0 x—>0 x—>0 vJV , . JV(x>0)

Now let x < 0. Make the substitution x = - t , then / > 0. So

,. sinx lim-----
x( )

lx = -t=>t = -x\ = lim
sin (- /)  -sin (t) sin(/) 
------   = lim-----—  = lim — —  = 1 .

t—>0 — t
( , > 0 )

f—>0 — t
( r > 0 )

t—>0 f
( , > 0 )

that was to be shown.

Example 2.15. Find lim
tan(x)

.vW) x



□ Representing tan x as

.. tanx lim------x̂ O x

Example 2.16. Find lim

sin x
, we get

cosx
0 sinx

= -lim
LoJ x^O  X

= 1 .1 = 1 ,
1

1 -cosx
x->° X

JC□ According to the Double angle formula 1 -  cosx = 2sin2 —. Then

2 *
lim
*->° x"

1-cosx 2 sin —
= lim-

.X  .X ̂ sin— sin —
= 2 li m — 2 ---- 2

2 X/ X/

x̂ O x

= 11  = 1.i

~ . X . X  _ . X . X
2 sin— sin— 2 sin— sin — 

= lim------—---- у- = lim------%■-----r-
x—»o x X / /  x— 2 . х /  X/

Also it can be proved in a similar way that lim-
x-»0 v  '  x-»0 vЛ Л

lim
x—>-0 ax x—>0 X

n

arcsinx , arctanx , lim--------- = 1; lim----------= 1 .
x—>0 x  x—>0 x

Comparison of infinitesimals. Big О and little о notations
Suppose, a(x) and P(x) are infinitesimal functions or infinitesimals as 

x -» x 0,i.e. lim a(x) = 0 and limp(x) = 0 .

Def:  We say that a(x) is an infinitesimal o f the same order (the same order

of smallness) as P(x) as x —» x0 if lim
a M
P(x)

к , 0 <|&| < oo.

It can be written that a(x) = (9(p(x)), x —» x0 and P(x) = 0 (a (x )) , x -» x0. 
D ef . We say that a(x) is an infinitesimal o f higher order than p(x) as 

. . a(x)
x -> x0, it lim -  ; ; = 0 .

p(x)
In this case a(x ) = o(p(x)), x -» x0.
D ef . We say that a(x) and p(x) are equivalent infinitesimals as x ^ x 0, if

г a (x) 1lim = l .X—̂Xq P(xj



Remark 2.3
x0 can be a constant, ±oo .
Example 2.17. Let a(x ) = l - x 2 and p(x) = l - x .  Both functions are

ot( x ) 1_x2
infinitesimals as x —>1. Then, lim—̂ -f = lim------ = 2 ^ 0 . So a(x ) and P(x) are

*->»P(jc) l - i  w  w
infinitesimals of the same order.

Example 2.18. Let a(x ) = x3 and P(x) = x2. Both functions are infinitesimals 
cxYx) x3

as x ^ O .  Then, lim—̂ r  = lim— = 0. Thus, a(x ) is an infinitesimal of higher 
*->i p(x) « i x 2 w  6

order than P (x).
Example 2.19. Let a(x ) = sinx and P(x) = x. Both functions are

infinitesimals as x —>0. Then, l i m = ]jm —nX = 1 , Hence, a(x ) and P(x) are
P(x) x->i x W  v '

equivalent infinitesimals.
Summarizing the above, we can make a list of equivalent infinitesimals:

sin x ~ x as x —̂ 0 ,
tan x ~ x as x —̂ 0 ,

1 -cosx  - x2- — as x -» 0 , 
2

arcsin x - x as x -» 0 ,
arctan x -- x as x -» 0 ,

ex - 1  ~ x as x -» 0 , 
ln(l + x) ~ x as x -» 0 ,
(1 + x)a - 1  ~ ax as x -» 0 ,

л/l + x - 1  ~ — as x -> 0 . 
n

Proposition 2.2
V  f\(x) ~<PiC*) and / 2(x) ~<p2(x) as x->x0 , then 

lim / 1(x)cp1(x)= lim / 2(x)cp2(x), lim M £ i = nm
X ^ X° X̂ >X0 ф ^ ( х )  x ^ x 0 ф 2 ( х )

Thus, equivalent infinitesimals can be replaced each other. 

Example 2.20. Find lim—1^X
x->° sin5x

□ lim sin3x
x̂ ° sin5x

"O' sin3x ~ 3x,x —» 0
_ 0 _

sin5x ~ 5x, x —» 0
.. 3x 3 = Inn---= —.1
x-̂ 0 5x 5

Example 2.21. Find lim Sm X
x̂ ° sin x



,. sin x6 □ Inn— -—
x̂ ° sin x

"O' sinx6 ~ x6, x -> 0
_ 0 _

sin5x ~ x 5, x ^ O
X= lim — = limx = O.i

x—>0 X x—>0

Example 2.22. Find lim arctan 5x2 

0 l-cos3x

arctan 5x2 □ lim------------
x̂ ° l-cos3x

" O '

_ 0 _

arctan 5x2 ~ 5x2̂ x —» 0
1 -  cos3x ~ —,x -» 0

2
= l im

x—>0

5-2 10
----- =  — . ■

9 9

„ , ~ T-- j 1- tan x -  sin xExample 2.23. Find lim-
x-»0 X

sinx
,. tan x -  sin x □ lim------- -------
x~>° x

O'
0

-  s in  X
]im cosx
x-»0

sin x(l-cosx)
X

1 sinx(l-cosx) lim-------lim------ — ------- -
x~>° COS X x^ ° X

The limits

sin x ~ x, x —» 0

lim
x^ ° COS X • x J 

X2

X
1 -c o sx ----- ,x - » 0

2

X'
= 1 • lim- 2 _ 1

x->0 x

lim
x-»x

i + i
V x j

[T°] = e or lim(l + x)x = [j” J = e

are referred to as the second remarkable limit.
In the previous subsection when we observed number sequences we mentioned

( O 'that lim 1 +  -  

V n j
= e . Using this fact, let’s show that lim

/  i v  
1 +  -

^ X)
= e .

The problem can be split into two problems: lim
x-H -x

fi+i]
^ X )

= e and lim
x—̂—go

1 +  -  

V x )
= e .

Let x —> +oo. Then for every positive x we can put that n<x<n  + 1 , where
1 1 1  1 1 1n = [x] is the integer part of x . So ----- < — < — => 1 + ------ <1 + — <1 + — .

n+l  x n n + 1 x n
Thus,

1 +
v и + 1 у

i у  /  i у  /   ̂v +1
< l + -

V x )
1 +  -

V n j



f

lim
И — >  CO

1 \ n lim
1 +

V n + \ j
n + 1

\И+1

lim
n—

1 +
y_[L L U — - - - p -
( l ^ i ’i+
V П + 1

lim
n —>co

( 1 Y+1
1 +  -  

n j

(
= lim

\
1 +  -

V n j

r
•lim

n —>co

1 \

1+ -
V n j

= e-\ = e .

1 \
By the Sandwich theorem lim 1 + — =e .

x̂ +a\  x )
Let x —> —oo. Using the substitution t = -x  , we get

lim
X — >— GO

 ̂ i v  
1+ - =k = -x  => X = -t\ = lim

f  i y ' f  ( \ W г

 ̂Remark 2.4
CO

1- -

V t j
lim
/->+CO 

1

1 +
V v tJ )

= e .

We should focus on the fact that the term — and the exponent n involved in
n

are mutually inverse values, i.e. theirf l + I ] 1as well as — and x in fl + i -1
V n) X l  X)

1product must be equal to 1 : for example, — n = 1.
n

Example 2.24. Find lim( ЪЛ 1 +  -

V Xj
□ We deal with the indeterminate form [l“ ]. So to calculate the limit we 

should use the second remarkable limit. But first we need to modify the function
r Л
1+ -

V x j

lim

making the substitution — = —:
x a

(   ̂Y
1 +  -

 ̂ x ) =  [!*] =

2 _ j _

x a  
x = 3a
x —» oo ẑ > a  —» oo

= lim
a—>go

f l + I ]
3a

M l
a

= lim
V CLJ a—»co l  a  J

=  Y .

Example 2.25. Find lim O x + lV5

3x



lim
X —»co

□ Dividing each term in the numerator by the denominator, we get

Further we can follow the strategy given in the
f  Зх + l̂ iX Г 1 ^= lim 1 + —

 ̂ 3x ) x —»co  ̂ 3x)
previous example.

f

lim
X —^oo

1 \
1 + —

V 3 Xj
=[r] =

3x a _ a
X~ 1x —» oo => a  —» oo

f
= lim

a^oo

\
i + i

V CLJ
= lim

a —»co

f  1Y 
1+ -  

V c l )

3 i
— Z?3

Example 2.26. Find lim(l + sinx)x-»0 v /
□ To get the answer we should reduce the problem to the second form of the

i
second remarkable limit: lim(l + a)<* = e . For this reason transformation of the

by multiplying and dividing the exponent by sinx is1 . 1 exponent — into —
x sin x x

offered. Then

a-»0

sinx

lim(l + sinxV = Г г] = lim
x-»0 ' ' L J x->0

(1 + sinx) sii
1_

sinx
sinx

X

= limex̂ O

sinx sinxlim------
e.

Here we applied the theorem about the limit of a composite function and the fact, that 
the exponential function e(:> is continuous.■

Example 2.27. Find limx-»0
1 + 2x

□ lim
X—»0

l + 2x 
l-3 x

i
arctan 4x

v l-3 x

[ r ]  =

1
arctan 4x

 ̂{l -  3x} + {3x + 2x}^ 
l-3 x

i
arctan 4x

= lim
x-»0

1 +  -
5x

l-3 x
arctan 4x

5x 1

f
lim
X —>0

5x \
l-3x 5x 1

1 +
 ̂ 1 -3 x j

5x l-3x arctan4x
== limx-»0

f
l-3x

5x  ̂5*
1+

V 1-3 x j

l-3x arctan 4x 5x 1

lime1_3x 4x
X —>0

-e4.

Remark 2.5
There is the definition of a limit in terms of sequences (Heine’s definition o f a 

limit). It states that / (x) has a limit at x0 or lim / (x) = A if for every sequence
X —>Хл

{ x £ =i that approaches x0, the sequence of the corresponding values {/(x„)} 
approaches A.



Using this form of the definition it can be enough easy to prove that lim sin—
x-»0

71doesn’t exist. Consider two sequences: xn =ш,х'п = — + 2nn,n eN  and find the

1
— +  7W

v2 у
sequences of the corresponding values: f { x n) = sin-----= sin7iw, / ( < )  = sin

1/ 7Ш
It’s obvious that xn —» 0, / (хи) —» 0, 72 —» 00 while x'n —» 0, / (x ') —» 1, w —» 00. By 

Heine’s definition whatever sequence {хй}”=| we take the limit of {/(-^„)}n | must 
exist and be equal to the same value. In the considered case lim / ( х й W  lim f i x ' } ,  so 

the given limit doesn’t exist.

Exercises

In the exercises a is a student’s number, b is the last numeral in a group 
number, m is a natural number that can be considered as a parameter:

an + 3" . cosx-cos<2 1-Vcosx1. Find lim—— —; 2. Find lim---------------; 3. Find lim
n ^ a n - У

4. Find lim
/  \  x+2' x - a '

x + b

x̂ a x - a  
.2

x3 + ax2

ax - h  eax -1; 5. Find lim—------- ; 6. Find lim--------
*->°°&x +ax  sin&x

„3 x
7. Find lim ^  + • 9 . Find lim —̂ — ; 10. Find limw2 • ln(l + xV

arctan bx x~> x -  m x̂ o

11. Find lim-
2 2x - m

x2 -  {m + l)x + m
; 12. Find lim

2 2 x - m
1 x - (m + l)x + m

13. Find lim
2 2x -  m

x^-mx -  (m + l)x + m
; 14. Find lim

3 2x - m x
x -mx

15. Find lim (y/x + 2m /x + т) ; 16. Find lim M2 2 ’x-+m x - m

17. Find lim - y j l x 2 - m
2 2 x - m

2.3. CONTINUITY OF A FUNCTION

In the previous section the concept of a limit of / (x) as x -> x0 was stated 
under the condition x ^ x 0. And what is more, the fact of existing / ( x 0) was 
ignored.

Now let / ( x 0) exist and lim /(x ) = / ( x 0).



a. / ( x 0) exists;
b. lim f ( x )  exists;

x—»x0

c. \ i m f ( x )  = f ( x 0).

Remark 2.6
According to the definition given above and the fact that lim x = x0 we can put

x-»x0

/(•*o) = / ( limyx^-x0
= lim /(x ) .

x-»x0

In other words the limit sign can be replaced with the function symbol f  for a 
continuous function.

Example 2.28. Examine / (x) for continuity at x = 0, if

a) / ( * )  = - ;  b ) / ( x )  = sgn(x); c ) /(x )  = |sgn(x)|; d) f ( x )  =

x  ̂ „, x ф 0, 
x
l, x = 0.

□ Plot graphs of the given functions first.
f ( x )

>----------- 1 (

f ( x )

\

1

1 ^

k Л i
0 x 0 X

(
> -1

a h

f ( x )

к

1

\

1

о JC 0 X

c
Pic. 2.10

d



a) / (х) = — is not defined at x = 0. Thus, / (x) is not continuous at x = 0

because of failure of condition a (see the definition given above).
b) Condition a is met for / (x) = sgn(x) as sgn(O) = 0 . But condition b is

failed. As it’s known if lim f ( x ) =  lim f i x )  then lim /(x ) exists and vice versa.
x -« o -0  V 7 х->^+0 V 7 x-»x0 V 7

In the case lim f i x )  = -1 ф lim f i x )  = 1, that implies nonexistence of l im /(x ) .
x-»-0 J  V 7 x-»+0J  V 7 x^ 0  4 7

Hence, / (x) is not continuous at x = 0.
c) As it’s shown in pic. / (0) exists ( / (0) = 0 ) and lim / (x) exists

( lim / (x) = lim / (x) = 1). But lim/ (x) = 1 ф f  (0) = 0 or condition c isn’t met. So
x—̂—0 x—̂tO x—̂0

/ (x) is not continuous at x = 0.
d) / ( x )  is continuous at x = 0 because / ( 0) exists ( / ( 0 )  = 1), lim /(x ) 

exists ( lim / (x) = lim / (x) = 1) and lim/ (x) = / ( 0 )  = 1. ■
x—̂—0 x-M-0 x—>0

Notice, that drawing the graph of a continuous function can be carried out 
without any breaks.

The (s,5) - definition of continuity can be stated as follows:
Def.: /  (x) is said to be continuous at x0 if for any в > 0 there exists

8 = S(s)>0 such that | / ( x ) - / ( x 0)|<e whenever |x -x 0|<8 .
Let x - x 0=Ax (x is a point in a 8 - neighborhood of x0 where /  (x) is 

defined). Then lim / ( x )  = / ( x 0) can be rewritten as

lim /  (x0 + Ax) = / ( x 0) .
x^x0 v / v /

According to the definition of the limit |/ ( x 0 + A x )- /(x 0)|< s . The 
expression / ( x 0 + A x )- /(x 0) is Af  called the increment of / .  Further denote 
/ ( x 0 + A x )- /(x 0) as a (x ), i.e. / ( x 0 + A x )- /(x 0) = a(x). So |a (x )|< s that 
means a(x ) is infinitesimal as x ^ -x 0 or lim a(x) = 0. Hence, since Ax^-0 as

x —> x q we get one more form of the definition of continuity:

lim A f = 0.
x—»x0

Example 2.29. Verify continuity of / (x) = x2 at any real point x . 
□ Using lim A f = 0, we have

x—»x0

lim Af = lim (/(x  + A x )- /(x ))=  lim |(x + Ax)2 - x 2j =



= Ы ' * ‘’_2дгДх+( М 2- /)= < > •

Thus, / ( х )  = x2 is continuous at any point x ■

Def. : / ( x )  is called right continuous at x0 if lim f ( x )  = / ( x 0 + 0).
X —^X q +0

Def.. f  (x) is called left continuous at x0 if lim f i x )  = f i x 0 -  0).
x-»x0-0 7 7

Remark 2.7
Consider / ( x )  = x, xe(0 ,l] (see pic, 2.11). f ( x )  is right continuous at x = l, 

but / ( x )  is not continuous at x = 0 ( f (0 )  doesn't exist).

D ef : f { x )  is called continuous on X  if f ( x )  is continuous at every point 
x e X .

Properties of continuous functions

Let f { x )  and g(x) be defined in some neighborhood of x0 including x0 itself 
and continuous at x0.

1. Moreover, if / ( x )  is continuous in the considered neighborhood of x0 and 
( { х{)) ф 0 there exists a neighborhood of x0 where f ( x )  ф 0 and / ( x )  keeps its 
sign (the sign of / ( x 0)).

f (  r)

)
3. A composite function / (g (x ) )  is continuous at x0 and

lim /(g (x ))  = /( lim  k (j )) = /(g(-T„)).

4. All basic elementary functions are continuous on their domain.

2. / ( * ) ±  g (x ) ,/ ( * ) • £ ( * ) , - i - ( g ( y ^ o )  are continuous at x0.



Classification of points of discontinuity

Let A = f ( x 0-0 )=  lim / ( x )  and 5  = / ( x 0 + 0) = lim / ( x ) .ухл —0 v 4 v 'x -̂Xq+0

1. If A,В exist, A,B = const (they might take different values), but A ^ B  
then f { x )  is said to have a jump discontinuity and x0 is a point of 
discontinuity of the first kind.

2. If A,В exist, A,B = const and A = B then / ( x )  is said to have a 
removable discontinuity and x0 is a point of removable discontinuity.

3. In all other cases / ( x )  has an essential discontinuity and x0 is a point of
discontinuity of the second kind.

Example 2.30. Examine / (x) for continuity, if

X b. / w = { j t  i; IL?°C

/ W  = ( fM L S °d ;
d. / ( x )  = x2 .

□ Plot graphs of the given functions first.



a. / (х) is defined at every real point x except x = 0. So / (x) is not continuous 
at x = 0 (condition a is failed). It’s obvious that lim / ( x )  = lim /(x )  = +oo.

Thus f ix' )  has an essential discontinuity at x = 0 and x = 0 is a point of 
discontinuity of the second kind.

b. / ( x )  is continuous on (-oo,0)u(0,+°o) as a linear function. The only point 
that interests us is x = 0. Condition a is met for / (x) ( / ( 0 )  exists, / ( 0 )  = 1) 
while condition b is invalid ( lim /(x )  = - l^ l im  f { x )  = 1). So / ( x )  is not

continuous at x = 0. Since both one-sided limits exist and are constant, / (x)
has a jump discontinuity at x = 0 and x = 0 is a point of discontinuity of the 
first kind.

c. By analogy with case b x = 0 is the only point of discontinuity of / (x ) .
Condition a and b are met for / ( x )  ( / ( 0 )  exists, / ( 0 )  = 1;
lim f i x )  = lim /(x )  = 0). However condition c is failed because

lim /(x )=  lim /(x )  = 0 ^ / ( 0 )  = l. Hence, / ( x )  has a removable

discontinuity at x = 0 and x = 0 is a point of removable discontinuity.
d. f ( x )  is continuous for all real x even at x = 0 because / ( 0) exists,

/ ( ° ) = 0 ; I™ f ( x) =1™, f ( x ) = 0 = /( o )

Example 2.31. Examine / (x) for continuity at x = —̂  , if / (x) =  ̂ .

□ The elementary function / (x) = —-— is continuous for all real x except a
3x “I-1

point where the denominator Зх +1 = 0, i.e. except x = ~ . So x = is a point od 

discontinuity of / (x ) . Let’s classify the point. For this reason we should evaluate

one- sided limits at x = : lim
3 -о Зх +1

-oo; lim
X —>-------hO Зх +1з

=  +00  .

It means / (x) has an essential discontinuity at x = and x = is a point of
3 3

discontinuity of the second kind. Behavior of / ( x )  near x = --i  is illustrated below 

(pic. 2.13, a), m



Pic. 2.13
b

Example 2.32. Examine f  (x ) for continuity, if f  (x) x — 3x + 2 
x2 -1

□ f  (x) can be considered as a ratio of two polynomials, that are continuous 
everywhere. So f  (x) is continuous for all real x except points where x2 — 1 = 0, i.e. 
x = ±1 (see property 2 for continuous functions). Thus x = ±1 are points of 
discontinuity of f  (x). In order to classify them, one-sided limits at x = ±1 should be
calculated.

Let x = —1

lim f  (x )=  lim ~23x + 2 = lim (* ~ 1)(* ~ 2) = lim —  = —® ,
x——1+0 x——1+0 x2 — 1 x——1+0 (x — 1)(x + 1) x——1+0 x + 1

lim f  (x)= lim
x——1—0 x——1—0

x — 3x + 2 
x2 — 1

lim
x ———1—0

(x —1)( x — 2) 
(x — 1)(x +1)

x — 2lim = +ю.
x——1—0 x +1

Now let x = 1

lim f  (x )= lim
x—1—0 x—1—0

lim f  (x ) = lim
x—1+0 x—1+0

(x — 1 )  x — 2) " 0" x — 2 1 = lim = — ,
(x — 1)(x + 1) L 0 J x—1—0 x + 1 2 '

(x — 1 )  x — 2) " 0" x — 2 1 = lim = — .
(x — 1)(x + 1) L 0 J x—1+0 x + 1 2

According to the obtained results we conclude that f  (x) has an essential 
discontinuity at x = —1, x = —1 is a point of discontinuity of the second kind and 
f  (x) has a removable discontinuity at x = 1 and x = 1 is a point of removable
discontinuity. The graph of f  (x) is given above (pic. 2.13, b). ■



Example 2.33. Examine / (x) for continuity, if

x + 3, ifxe[-2;0), 
2 , ifx = t),
x2 , ifxe(0,2].

□ / (x) is referred to as a piecewise function. As it follows from its analytical 
representation, / ( x )  is continuous on [-2,0)u(0,2] as elementary function 
considered on its domain. We have interest in analyzing behavior of / ( x )  at x = 0. 
Calculate the one-sided limits at x = 0:

lim f i x )  = lim(x + 3) = 3; lim f i x )  = limx2 = 0.v-^_n17 V /  x ~> 0 ' v̂ _i_n ' ' -v_s._i_nx^-0 x—И-0 x—>-+0

Summarizing the above / (x) has a jump discontinuity and x = 0 is a point of 
discontinuity of the first kind (lim f i x ) ,  lim f i x )  exist,

but lim f ( x )  = З ф lim f i x )  = 0). The graph of f i x )  is drawn below. ■
x-»-0 v 7 v ' 1x̂ +0

Properties of continuous functions on closed intervals

Theorem 2.11 (The Intermediate Value Theorem, IVT)
I f  / ( x )  is continuous on \a,b\ and f ( a )  = A, f { b )  = B, then for any C:

A<C <B there exists at least one c such that f ( c )  = C .

Corollary
I f  / ( x )  is continuous on [a,b] and attains values with opposite signs at the 

endpoints a and b, then f  (x) takes zero value at least one point within \a,b\.

Theorem 2.12 (the Weierstrass Extreme Value Theorem)
I f  / ( x )  is continuous on \a,b\, then / ( x )  attains its extreme values on it.



Example 2.34. Show that f  (x ) = x3 + x takes the value 9 for some x in [1,2]. 
□ f  (x) = x3 + x is continuous on [1,2] as an elementary function (a 

polynomial) considered on a subset of its domain. Moreover, f  (1) = 13 +1 = 2 and 
f  (2) = 23 + 2 = 10 . Since 9 is an intermediate value between 2 and 10, the IVT says 
that there is a point x such that f  (x) = 9 .■

Exercises

1. Find points of discontinuity of f  (x) and classify them if any

a) f  (x)
sin x 1 1

x b) f  (x) 2 ’ cos x
c) f  (x) = arctan

x -  5

d) f  (x ) = — e) f  (x ) = sin1 .
2 -  2/x x

2. Using the definition prove that the following functions are continuous at 
every real point x e Ж:

a) f  (x ) = x3;

b) f  (x ) = sin x ;

c) f  (x ) = x2 -  5 x + 2.

3. Examine f  (x) for continuity on intervals [0,2], [- 3,1],[4,5]:

a) f  (x ) = “ м ;

b) f  (x ) = ln

c) f  (x) =

x + 4
x -5

1
x2 + 2 x -  3



CHAPTER 3. DIFFERENTIAL CALCULUS

3.1. DERIVATIVES AND THEIR APPLICATIONS

Let у = / ( x )  be a function defined in a neighborhood f/(x0) of a point x0 . 
Increase x by Ax so that x = x0 + Ax remains in the same neighborhood U(x0) . 
Ax is called the increment o f the independent variable x . Then A/’ = /  (x) -  f ( x 0 ) 
is the increment o f the function y = / ( x ) ,  caused by changing x . А/ can be written 
as Af = / ( x 0 + A x )- /(x 0). Notice, А/ depends on both x0 and Ax : A/(x0,Ax).

Def.  A derivative / '( x 0) of the function у  = / ( x )  at x0 is called the limit of 
the ratio of А /to Ax (Ax ф 0) as Ax —» 0 :

/ '( x 0)= lim —  . 
v 0/ m Ai ' (3.1)

if it (the limit) exists.

Other notations for the derivative such as / ( x 0),

d_
dx f ( xo)>

d f
dx > /A ) >  /« (*» ) are also used. The notation df_ dy_ 

dx ’ dx
differentials is referred to as the Leibniz’s notation. The notation
Lagrange’s notation.

Remark 3.1

involving

/ ' , /  is

A T

If the limit value in (3.1) is equal to a finite constant, i.e. lim —  = const < oo
Д*-»0 Ax

then the derivative is called a finite derivative. Otherwise the derivative is called an 
infinite derivative. If the limit in (3.1) doesn’t exist then the derivative / '( x 0)
doesn’t exist as well.

Def: A  right-hand derivative /+(x0) of the function у  = / ( x )  at x0 is

/+(x0)= lim — .
'  Лх—>0+0 Д у

D ef: A left-hand derivative /_'(x0) of the function у  = / ( x )  at x0 is

f - ( Xo ) lim0+0 Д_у

Remark 3.2
At endpoints of a closed interval it can be defined one-sided derivatives only.



Theorem 3.1 (the necessary and the sufficient conditions for existence of a 
derivative at a point).

A function f { x )  has a derivative / '( x 0) at x0 if  and only if  one-sided 
derivatives /+'(x0) and /_'(x0) exist. And / '( x 0) = /+'(x0) = /_'(x0).

Theorem 3.2 (the necessary condition for existence of a finite derivative at a
point).

I f  a function f {  x) has a finite derivative / '( x 0) at x0 , the function / ( x )  is 
continuous at x0 .

Corollary
I f  a function f { x )  is not continuous at x0 , the function f  (x) has no finite 

derivative at x0 .

3.2. DIFFERENTIABILITY OF A FUNCTION AND DIFFERENTIAL

Def: A function / (x) is called differentiable at x0 , if Д/ can be expressed 
as

Af = A-Ax + o(Ax), (3.2)

in a neighborhood U(x0) , where A is a finite constant, not depending on Ax , 
o(Ax) is an infinitesimal of higher order than Ax as Ax—>0: limo(Ax) = 0 and

hrn — ^-=0.
Дх̂ ° Ax

D ef . The first term in (3.2) which is a linear function of Ax is called the 
differential of / ( x )  . The differential is denoted as d f . Other notations for 
differential as dy(x0), d y ( x Q, Ax), d / ( x 0). are also used.

Thus (3.2) can be rewritten as А/ = d f  + о (Ax), Ax -» 0.
Theorem 3.3. (the necessary and the sufficient conditions for differentiability 

of a function)
A function f  (x) is differentiable at x0 i f  and only i f  a finite derivative / '( x 0) 

exists, and
d f ( x 0) = f ( x 0)-dx or d f  = f - d x ,  (3.3)

where dx  = Ax .
Remark 3.3
1. dx  = Ax is met only if x is an independent variable.



2. The given above theorem is still true even if x0 is one of the endpoints of a 
closed interval. But, in this case, / '( x 0) should be replaced with a one
sided derivative.

Def: The process of calculating derivatives and differentials is called 
differentiation.

Def.  A function /  (x) is called differentiable on an interval X  if the function 
f { x )  is differentiable at each point in A .

Example 3.1. Verify that the function / (x) = x is differentiable for all x e Ж.
□ According to (3.1) for some point x e Ж we have

f ' ( x )  = lim — :v / Vc—>0 Дх lim
Ax—>0

/ ( x  + A x )- /(x )

= lim
Ax-»0

/ ( x  + A x )- /(x )
Ax

lim
A x—>0

Ax:
x-i- Ax-

(3.4)
x

Ax
=  1 <  00.

In (3.4) x can be any real number, so the derivative f ' { x ) of the given 
function у = x exists and it is finite for all x e Ж. Then according to theorem 3 the 
function y = x is differentiable for all хеЖ.  And (3.3) implies d f  = dx  for all
x e  Ж.и

Geometrical interpretation of a derivative

Consider the “finite derivative” case. Let / ( x )  be a function, that is 
continuous in a neighborhood U (x0) of a point x0 and has a finite derivative at x0 . 

Let M0(x0, / ( x 0)) and M (x0 + Ax, / ( x0 + Ax)) be two points that are located on the 
graph of the given function / ( x )  . Draw a secant line S passing through these 
points, as shown in pic. 1.

Pic. 3.1



Let cp be an angle between the secant line S and the positive direction of the 
x -axis. Draw a straight line that is parallel to the x -axis and passes through M0 . 
Denote the point of intersection of the straight line and the vertical line with x- 
intercept x = x0 + Ax by N. The angle ф is equal to Z M M 0N. Obviously, if f { x )
is an increasing function, then А/ = MN  and Ax = M 0N.

As Ax —» 0 moving along the given curve the point M  gets closer and closer 
to M0. The secant line S = MfsA tends to occupy the position of the straight line 
M 0K . The straight line M ()K  is called a tangent line to the given curve at M0.

The slope of the secant line S denoted by ks , is equal to tan(/М М Д ):
Л

ks = tan ф, where tan ф = . The slope of the tangent line M 0K  denoted by к , can
Ax

be defined as follows:

к = lim —  => к = / '( x 0) = tanЛ^ОДх v 0/ a.

Hence, the value o f a derivative / '( x 0) is equal to the slope o f a tangent line.
The point К  (x/;; yK} is a point of intersection of the tangent line M0K  and the 

vertical line x=x0 + Ax, so xK = x0+Ax  and y K = f ( x 0)+KN,  where 
KN = M 0N - t m a  = Ax- f ' ( x0) = / '( x 0)<ix. By (3.3) AjV=<i/(x0). Thus, the value 
o f the differential d / ( x 0) is equal to the increment o f the ordinate o f  a tangent 
line to a curve у = / ( x )  at x0.

Let /  (x) be continuous at x0 . Assume, that / (x) is not differentiable, but 
has finite one-sided derivatives /_'(x0) and /+'(x0) at x0, that are not equal 
/_'(х0) * /+(x0). So, only one-sided tangent lines, the left-hand tangent line and the 

right-hand tangent line, can be passed through the point (x0, / ( x 0)). The slopes of 
these one-sided tangent lines are equal to /_'(x0) and f[  (x0) respectively.

Example 3.2. Consider the function 
y=  | x | . This function doesn’t have a 
derivative at the point x = 0 . But the given 
function has one-sided derivatives 
j /(0 )  = - l  and y+(0) = - l  at this point. So 
the half-line у  = x, x > 0 is both a part of the 
graph of the given function у  = | x | and the 
right-hand tangent line. By analogy the half- 
line у  = -x, x < 0 is the left-hand tangent 
line (see pic. 3.2).



Example 3.3. Calculate / ' ( 2) if the tangent line to the given curve y  = f  (x) 
at the point (l;  / ( 2 ) )  intersects the x-axis at the point ^4(6;0) and the у  -axis at 
the point В(Ъ\ 0) as shown in pic. 3.3.

□ The slope к of the tangent line at the point (2; / (2 ) )  is equal to / ' ( 2). 
The tangent line is a straight line, passed through the points A and В . Then
k  У а - У в ° ~ 3 

xA- x B 6 -0

Consider the “infinite derivative” case. Let f { x )  be continuous on a closed 
interval [a, b\ and have infinite derivatives at points хг e [a, b ] , / = 0, ...,3 : 
f { x i) = oo. Then, vertical lines x = xt are tangent lines to the given curve y = f  (x) 

at points (x;, /(* ,)) , / = 0,...,3 .

In pic. 3.4 there are shown vertical tangent lines at points (x., /(* ,)) , i = 0,...,3 
for the following values of one-sided derivatives:

a)/_'(x0) = / +'(x 0) = + oo; b) /_'(x0) = / +'(x 0) = -oo;

C) /-(^o) = +QO;/+ (xo) = - 00; d) /_'(x0) = -o o ;/;(x 0) = +oo.



Any elementary function у = f  (x), x e A has a derivative f ' (x)  at each point 
x e X .  Note,/'(A) is an elementary function as well. The table of derivatives of a 
few basic elementary functions is given below.

The table o f derivatives

(<СУ = 0, C = const

n-xИ  =
f

(<2X) =ax -\na, a> 0
t

(ex) =ex
1(logax) = — -— , a >0a* l ;  

x-in a

(lnx) = —
x

f
(sinx) = cosx

f
(cosx) = -  sin x

/ \ 1 (tan x ) = ----—
COS X

(cotx) = --- ;
sin2x

(sin *x) =(arcsinx) = , *
V 1 -x

(cos-1 x ) = (arccosx) =— 1=
VI -  -

(tan_1x) =(arctanx) = ----- -

(cot_1x) =(arccotx) = - - ----
t

(shx) = chx
t

(chx) = shx

( to ) ’ = d f c

(ctlK)' = “ i

Theorem 3.4 (The Sum Rule, The Difference Rule, The Product Rule, The 
Constant Multiple Rule, The Quotient Rule)

I f  functions и = и (x) and v = v (x ), defined on a neighborhood o f a point x0 ,
are differentiable at x0 , then the sum, the difference, the product and the quotient o f 
these functions will be differentiable at this point x0 too . The corresponding rules 
are listed below.

For derivatives: For differentials:

(u + v)r = и' + V
The Sum Rule

d(u + v) = du + dv

(u -  v)f = и' -  V
The Difference Rule

d(u -  v) = du -  dv



The Product Rule
(и ■ v)' = u'v + uv' d(u-v) = du-v + u -dv

The Constant Multiple Rule
(СиУ = C-u', C = const d(Cu) = C ■ du , C = const

The Quotient Rule
f

f u'v -uv ' , 4 d f  u 12 , v(x0) Ф 0.UJ V UJ
d u - v - u - d v

v2 ,v(x0)*0 .

Physical interpretation of a derivative

Let S(t) be a distance between a position of an object at the moment of time t
and a position at t + At. It is assumed, that the object is moving rectilinearly. The 
average velocity v(t) during the time interval [t, t + At] is defined by

v(0 =
AS  
A t ’

where AS= S(t + A t ) - S ( t ) . The velocity v(t) or the instantaneous velocity of the 
object at the moment of time t can be defined as the limit of the average velocity as 
At -» 0, i.e.

Л V
v(t) = lim v(t) = lim---- .

A?-»0 A t-> 0  At
So accordingly to the given above definition the velocity v{t) at the moment of 

time t is equal to the derivative of the distance S(t) with respect to time t, i.e.

v(0 = ̂ (0-
As we know by (3.3) the deferential dS(t) can be written as

dS(t)=S'(t)At.
Assume that the object is moving rectilinearly with the instant velocity S'(t) . 

Then dS (t) is a distance travelled by the object during the time interval [t, l + At].
Let / (x) is a function defined in the interval [x, x + Ax]. The mean rate o f  

change of the function / (x) is

v(x) M .
Ax



The instantaneous rate o f change can be expressed by

v(x) = lim v(x) = lim
Лх-»0 Дх—»0 Д д ;

Obviously, according to the definition v(x) = f ' ( x ) .
By analogy, we can define acceleration a (t) of the object as the derivative of 

the velocity v(t) with respect to time t , i.e.

a (t) = v'(t) .

Remark 3.4
If we need to find a derivative f '(x )  at a given point x0, then we should
• find the derivative / '(x )  at an arbitrary point x , where x is in the domain of

/(* ) ;
• substitute x() for x into the obtained result.

If we don’t need to find specific value of the derivative, we just define the 
derivative at an arbitrary point.

Example 3.4. Find the derivative f  and the differential d f , if /  = V ? .

□ Using the table of derivatives (position 2), for n = ^  we have

2 J _

3 x^

2 dx

Example 3.5. Find the derivative f  and the differential d f , if /  = 2X 
□ By the table of derivatives (position 3), for a = 2 we get

(2X)' = 2X ■ In 2 . Then, d{2х) = I х In 2dx. и

Example 3.6. Find the derivative / '  and the differential d f , if /  = log3 x
□ Applying the table of derivatives (position 4), for a = 3 we have

' 1 dx(log3x) = — Consequently, <ilog3x
x ln 3 xln3

Example 3.7. Find f \ x )  if / (x )= (x -  l)ex.
□ Using the Product Rule (see theorem 3.4), 

f \ x )  = ((x -1) ex)' = (x -1)' • ex + (x -1) • (ex) '. Then by the Difference Rule and the 
table of derivatives we can write (x -1)' =x' -  Г = 1 -  0 = 1; (1)' = 0 ; {ex)' = ex. Hence, 
f \ x )  = 1 • ex + (x -1) • ex = ex(l + x -1) = ex ■ x. и



Example 3.8. Find a velocity v{t) at t = 10, if the distance S(t) = 3t2 + At -  5 .

□ We know, v(10) = £"(10) . So by the Sum and Constant Multiple Rule (see 
theorem 3.4) and also the table of derivatives, we get

3.3. DIFFERENTIATION OF A COMPOSITE FUNCTION. CHAIN RULE 

Theorem 3.5 (Chain rule)

I f  a function и = g(x) is differentiable at a point x0 and a function y= f(u ) is 
differentiable at a point u0, u0 =g(x0), then a composite function y= f(g (x )) is 
differentiable at the point x0 . And its derivative is defined by

In other words, to differentiate a composite function we need:

• to identify an “outside function” and an “inside function”;
• to differentiate the “outside function” leaving the “inside function” alone;
• to multiply the derivative of the “outside function” by the derivative of the

“inside function”.

Example 3.9. Use the Chain Rule to differentiate / (x) = sin-s/x .

□ Let’s represent f{ x )  = sinVx as f(g(x)) = sing(x), g(x) = yfx . Therefore, the
“outside function” is f(u )  = sinu , the “inside function” is g(x) = yfx . Evaluating 
derivatives of each of them and using the Chain Rule, we get

dx du dx



Example 3.10. Find the differential of a composite function y=f(g(x))
f

□ By the definition df = (f(g(x))) dx . According to the Chain Rule we can
t t f

write df  = (f (u))  • (g(x)) dx. As (g(x)) dx = dg{x) = \u = g(x)| = du we have 

df  = (f (u))  du or d f = f f d u . m

Thus, the form o f the differential doesn ’t depend on whether the argument o f a 
function is an independent variable or a function o f another argument.

3.4. DIFFERENTIATION OF AN IMPLICIT FUNCTION

Let у = y{x) be an implicit function defined in D. It means, that y(x) is the 
solution of the equation F(x, y) = 0, which describes the functional relationship 
between an independent variable x and a dependent variable у . In other words, 
substituting y(x) for у  in F{x, y) = 0 we obtain the identity F(x, >'(x)) = 0 , which 
is true for each x e D .

Assume, the function y(x) is differentiable on D. In this case, to find y'(x) it 
is necessary to differentiate both sides of the equation F(x, y(x)) = 0 with respect to 
x and then to solve it for y r(x). In addition, by (3.3) dy can be evaluated as
dy = y \x )d x .

Example 3.11. Assuming that the equation x + y + ln(y-x)=0  determines a 
function y(x) such that у = y(x) , find y' and dy.

□ Let’s substitute y(x) for у  in the given equation x + у  + ln(y -  x)=0 . The 
obtained equation is x + y(x) + ln(y(x)-x)=0 • Then we differentiate both sides of 
the obtained equation with respect to x :

f

(x + y(x) + ln(y(x) -  x)) = 0,
(3.5)

1 + X V +— \ ------ (y(x)’-l)=o.
У(х) -  x

Further we will use /  instead of y' (x) . Now we need to solve (3.5) for / :

, x -y + 1
у = ---- ----- •

y - x  + l

By (3.3) dy = y'dx , thus dy = ——^-^-dx.m
y - x  + l



3.5. DIFFERENTIATION OF AN INVERSE FUNCTION

Theorem 3.6.
Let у  = f ( x )  be a strictly increasing (decreasing) continuous function on a 

neighborhood o f a point x0. Suppose, f  (x) is a differentiable function at the point 
x0 and / '(x 0) Ф 0. Then the inverse function x= f ~ x{y) exists and is continuous and 
strictly increasing (decreasing) on a neighborhood o f the point y () = /  (x0). Moreover, 
the inverse function x= f ~ l(y) is differentiable at the point y() = / ( x 0) and its 
derivative at this point equals

, ior X, = ---•
f ' W  y yx

Example 3.12. Find y' if y= sin-1 x.
□ To find the derivative we use the above theorem . Notice, that functions

к к 
2 ’ 2

y = sin Xx, x e  [-1,1] and x = s i n e are mutually inverse. By theorem

3.6 x' —-  . We can rewrite it as y'x = — . So for x e (-1; 1) we get 
v x'S  x  ^Vv

(sin 1xY = --------
(sin y)'

1 1 1 

C0SY l+^/l-sin2y) л]1-х2 '

3.6. LOGARITHMIC DERIVATIVE

Let у = /(x )  be a function, which has positive value at a point x0. Moreover, 
/ (x) is differentiable at this point.

Def. The derivative of the natural logarithmic function of / (x) at the point 
x0 is called the logarithmic derivative o f the function /(x ) at this point. The 
logarithmic derivative is evaluated with the Chain rule:

_ f V o)(ln/(*))' x= x 0 f i x o)
Hence, the derivative of a function is related to the logarithmic derivative of 

this function as follows / '(x 0) = (In/ (x))' x=xg ■ f  (x0).
Using the logarithmic derivative differentiating the listed below functions can 

be simplified:

a)
b) u f x ) - u 2(x)...un(x\  

u f x ) - u 2{x)...un{x) 
Vi(x)-v2(x)...v,(x) ■



Algorithm o f differentiating functions by use o f the logarithmic derivative

1. Find the natural logarithmic function In / (x) whose argument is a given 
positive valued function / (x) . Simplify the obtained result with logarithm 
properties.
2. Find the logarithmic derivative (In/ (x))'.
3. Find the derivative / '(x )  by f ' {x ) = (In/ (x))' • / (x).

Example 3.13. Find / '  if f  = (x2)bx.
□ We can represent the given function as /  = (x2)lnx = ( m ( x ) ) v W  . So, according 

to the above list of functions we can find the derivative by the algorithm:
1. Find In / :  I n /  = ln((x2)lnx) . Using the logarithm property:

Inab =b-\na, we get In/  = lnx-ln(x2)<^ In/  =lnx-21nx<^>ln/  =2(lnx)2.
2. Find the logarithmic derivative (In/ ) ’ with the Chain rule:

(lny)’ = (2(lnx)2) =2 • 21nx- — = 4 П̂Х.

3. Find the derivative / '( x ) : f'=  (In/)'■ /=>  f'=  ^ ПХ-(х2) ’ПХ . ■
x v ’

3.7. DIFFERENTIATION OF A PARAMETRIC FUNCTION

Let a functional relationship between variables x and у  be represented 
parametrically, i.e.

* = <p(0, y = v ( t ) , t e T -
Theorem 3.7.
I f  functions cp(i) and \\j(t) are differentiable at t0e T  and cp'/0) ^ 0, then the 

function у as a function o f x is differentiable at x0, x0 = cp(/) and the derivative y'x 
at x0 is defined by

У'х (*o) =
V(^o)
Ф^о)

or ✓  X fX,

Example 3.14. If x = 1 + cost, y = sint, find at t = — .
dx 4

□ First we find the derivative as a function of t

dy
dx -yx =

(sin?)' _ cost 
(1 + cos?)' (-sin?)

■ = — cot t .

Then, if t = — , —  
4 dx

= -co t t 71= -  cot—= -1 . 
4



3.9. TANGENT AND NORMAL LINES TO A CURVE

The problem is to get equations of a tangent line and a normal line to a given 
curve Г at a point M(x0,y0) e Г .

If a function, which represents the curve Г , has the derivative at the point M , 
then both the tangent line and the normal line exist. Equations of these lines are 
uniquely determined by three parameters:

x0, T о and y f0,

where x0, у 0 are coordinates of the point M  which lines are passed through, y'0 is

the value of the derivative —  at the point M . Notice, y'() equals the slope of the
dx

tangent line.
Let’s consider the following cases:
1. The curve is represented by у = / ( x ) . Then y0 = / ( x 0), y f0= / '( x 0).
2. The curve is represented by x= cp(f), y=\\r(t) . Then

*0=ф(О> Т0= ф (О  > To
v'fro)
ф'(*о)

Remark 3.5
1. If we don’t know x0 or t0, we need to find them from the problem 

formulation.
2. The parameters x0, у 0 and y'0 can be tabulated as shown below

Table 3.1
x0 To To

The form of tangent line’s and normal line’s equations is determined by the 
value of y'0.

The following cases can be distinguished:
1. If y'() ф 0 and y'0 Ф °°, then the equation of the tangent line is

у  = y0 + y'0 ■ (x -  x0) and the equation of the normal line is у =y0 —^-(x -  x0) .
To

2. If Уо=0, then the equation of the tangent line is у  = y0 and the equation of 
the normal line is x = x0.

3. If y'0 = oo, then the equation of the tangent line is x = x0, the equation of 
the normal line is у  = y0.



Remark 3.6
In the first case both the tangent line and the normal line are oblique lines, in 

the second case the tangent line is a horizontal line and the normal line is a vertical 
line, in the last case the tangent line is a vertical line and the normal line is a 
horizontal line.

Example 3.15. Find equations of the tangent line and the normal line to the 
curve у = yfx at two points: a) x 0= 1; b) x 0= 0.

□ a) To get the desired equations we should determine three quantities: 
x0, у 0 and y'0. According to the problem formulation x 0 = 1. To find y (j we should
substitute x0 in the given function: Уо =НХо) = fjx^ = 1. Then differentiating yfx 
with respect to x and substituting x0 in the obtained result, we have

To
t

o=A *o) = (>/*)
x= l

c JA
X3

V J

1= —X
3

x= l
X = 1

1
3

We deal with the first case, when y'0 ф 0 and y[ ф °°. Thus,
1 1 2 the equation of the tangent line is у -1  = — (x -1) or у = -x  + —;

the equation of the normal line is у -1  = -3 (x -1) or у = -3x + 4.
b) For the second point x 0= 0, so y0 = / ( x 0) = yfo = 0,

1
Уо=Г( 0) = =  oo . We deal with the third case, when y'0=°о . Therefore,

x=0

the equation of the tangent line is x = 0; for the normal line, we have у  = 0. ■
Example 3.16. Find the tangent line and the normal line to the curve

7Гx = 1 + cos£, у  = sin£ at points: a)t0 = —; b) y0 = -1  ; c)x0 = 2.

□ Notice, the given curve x = 1 + cos/, у  = sin/ is a circle with center at (1;0) 
and radius 1. Indeed, rewriting the equation x = 1 + cost in the from x -1  = cost first 
and then raising the given parametric equations to 
the second power with adding the results together 
after, we get

+ ( (x -1)2 = c°s2/
\y =sin /

(x — l)2 + y 2 = 1

The last equation is a canonical equation of a 
circle with center at (1;0) and radius 1 (see pic. 3.5).



We can use the result of example 3.14: ^ -  = -  coU .
dx

, 7Г 71 2 + y/l . 71 -Jla) Evaluate x0, y 0, y 0: ?0= - :  x 0=l + co s- =— -— , y0= sm - =— ,

7ГУ0= -  cot—= -1. The derivative yo*0  , so we deal with the first case. Fill in 

the table 3.2

Table 3.2
x0 To To

2 +V2

2
42

2

-1

Thus, the equation

у  = - jc + 1 + >/2 ; the

of the tangent line 

equation of the normal

4 i
* y  = —

c
X

V

line is у

2 + У Г

2 J
2 + V2

or

\

or у = x - 1.

Coordinates of the point which both lines pass through are 2 + >/2 V2
2 2\ /

b) In contrast to the previous case we have only у-coordinate of the point, not the 
value of variable t . So to find t it’s necessary to solve the following equation

71sin^=—l <̂> t() = - —+2кп, neZ. Hence, jc0= 1 + cosf0 =1, y '() = - cot /0 = 0. 

У 0 = 0, so we deal with the second case. Then the equation of the tangent line
is у = -  1; the equation of the normal line is x = l. Both lines pass through the 
point B{ 1;-1).

c) Now we have only x-coordinate of the point. By analogy with the above case 
solve the equation 2 = l + cos£<^>cos? =1<^у=2тги, weZ. Then
y 0 =sin10= sin 271/7 = 0 , У = cot 10. Notice, the value of y'0 isn’t defined. But

we can determine it as limcot We deal with the third case. The
0

equation of the tangent line is x = 2; the equation of the normal line is у = 0. 
Both lines pass through the point C(2;0). ■



Exercises

1. Find f i x ' )  , if

a) / ( x )  = V x - -  + -^ ;
X X

b) / ( x )  = x3 log2x;

c) / ( x )  = ln

d) f { x ) - e xlnsinx;
. г , ч lncosxe) / ( x )  = -

cosx

( \ - 3 x ^ 2
1 + 3x

f) / ( x )  = ln(e2'+ l) -2 ta iT V .

<b>2. Find — , if the function is represented parametrically: 
dx

„ч fx = 2cost, 
a) (y = sint;

fx = 2tant,
|y  = 2sin2t + sin2t;

c)
b) d)

3. Using the logarithmic derivative find f i x '), if

ix = sint,I У = а*\

[x = sint 
(y = cos2t.

a) у = 19х'9 x19;
cotx

b) у = X ;

c) У
d) У

2х:

4. Find the equation of a tangent line to the curve у = x2 -  2x perpendicular to 
the line Зх + у -  2 = 0 .

5. Find the equation of a tangent line to the curve y2 = 20x that makes the

angle — with the x - axis.
4

6. Find the equation of a tangent line to the curve у = 5x -  x2 if the tangent line 
is parallel to the line passing through two points: (1,11), (-2,2).

In exercises 7,8 a student’s number and the last numeral in a group number 
should be taken for m and n respectively.

7. Find derivatives y r, if
4 In (mx + n)

a) у = ■ -

b) y = x
„ч lx = t + Ylt + 1,

\y  = t3+mt +1.
8. Find the tangent line to the curve y = x3+ra; + l, if the tangent line is 

parallel to the line у = 2x + 3.

x +n
mx2+n .



3.10. THE MAIN THEOREMS OF DIFFERENTIAL CALCULUS

Let a function / (x) be defined in a neighborhood of a point x0.

Theorem 3.8 (Fermat’s Theorem).
I f  the function f  (x) has the largest value at the point x0 and is differentiable 

at this point, then / '(  x0) = 0.
This statement can be formulated in another way. But some terms must be 

defined first.
Def. f ( x 0) is called a local maximum {minimum) of / ( x ) , if there exists

a neighborhood of the point x0 such that /(x )>  / ( x 0) ( /(x )<  / ( jc0)) for all x in 
this neighborhood.

Def.: A local minimum or a local maximum of the function / (x) are called 
local extrema of / (x ).

Remark 3.7
We use the term “local” to underline that we deal with a small open interval

such that / (x) takes the largest (smallest) 
value. If / (x) takes the largest or smallest
value on some set X , then these values of 
/ (x) are called global extrema.

According to the definitions above 
the Fermat’s Theorem can be formulated as:
if  the differentiable function /(x )  takes a
local extrema at the point x0, then
A * o )  = 0-

In pic. 3.6 the geometrical interpretation of this theorem is shown: the 
function has local maximum at the point x0, and local minimum at the point x. We
can see that tangent lines are parallel to x -axis at these points, because their slopes 
are zero: kl2 = / '(x 0) = / '( x t) = tanO = 0 Thus,
a tangent line to the graph o f the function f  (x) is parallel to the x-axis at points 
where the function has local extrema.

Theorem 3.9 (Rolle’s Theorem).
Let a function f  (x)

a) be continuous on a closed interval \a,b\ ;
b)  be differentiable on the open interval (a,b);
c) attains equal values at endpoints o f \a,b\: f  (a) = f (b)

Then, there exists at least one point c in (a,b) such that / '(с )  = 0



The function /(x )  presented in pic. 3.7 satisfies all hypothesis of the Rolle’s 
Theorem. The derivative f \ x ) is equal to zero at points cx and c2. So the tangent
lines at each of these points are parallel to x-axis and the chord AB, joining two 
points (a , f ( a )) and (b,f(b)).

Pic. 3.7
Geometrical interpretation of the Rolle’s Theorem: i f  a  fu n c tio n  f ( x )  sa tis fies  

a ll h yp o th ese s  o f  R o lle  s  Theorem , then  there  is a t  lea s t one  p o in t  on the g ra p h  o f  
f  (x) such  th a t a  ta n g en t lin e  to the  g ra p h  a t th is  p o in t  is p a ra lle l  to the x-axis.

Theorem 3.10 (Cauchy’s Mean Value Theorem, extended Mean Value 
Theorem).

L e t  fu n c t io n s  f  (x) a n d  g { x )

a) be co n tin u o u s in a  c lo se d  in te rva l [ a f ]  ;

b) be d iffe ren tia b le  on the open  in terva l (a ,b ) ;

c) g '( x )  ф 0 f o r  a ll  x  e (a ,b ) .

Then, there  ex is ts  a t  lea s t on e  c  in (a ,b ) su ch  th a t

f ( b ) ~ f ( a )  _ f ( c f  

g (b )  -  g ( a )  g \ c )  ’

Remark 3.8
The Cauchy’s Mean Value Theorem is used to prove other л  ти

Mean Value Theorem given below is the corollary of the r  u"?,lleorems The 
Theorem y me Cauchy s Mean Value

Theorem 3.11 (The Mean Value Theorem).
L e t a  fu n c tio n  f  (x)
a) be co n tin u o u s on a  c lo se d  in te rva l \a ,b \  •

b) be d iffe ren tia b le  on the  open  in terva l (a ,b )

Then, there  ex is ts  a t  lea s t one c in (a ,b ) su ch  th a t / ' ( c) = f j b )  -  / (q )  

Following the Mean Value Theorem f(b) -  ff„ \ ^  ^ ~ a
9JK)  H a ) = f(c ) - (b ~ a ) .

a < c < b .



Remark 3.9
If we denote x0=a, x = x0 + Ax = b, c = xo + 0-Ax, where 9e(0 ;l) and 

Ay = f ( x )  -  f  (x0), then the Mean Value formula can be rewritten as

Ay = / '(x 0 + 0 • Ax) • Ax.

Geometrical interpretation of the Mean Value Theorem: if a function f  (x)
satisfies all hypotheses o f the Mean Value Theorem, then there is at least one point 
on the graph o f f  (x) such that a tangent line to the graph at this point is parallel to 
the chord AB, joining two points (a , f  (a)) and (b , f  (b j) .

Actually, in pic. 3.8 tangent lines at two 
points cx and c2 are parallel to the chord A B .

The quotient —̂ is equal to the slope
b - a

of the secant line A B . We know, that slopes of 
parallel lines are equal. Hence, the Mean Value 
formula follows.

Example 3.17. Prove that the equation 
f ' ( x )  = 0 has three different real roots, if
/  (x) = x(x + l)(x + 2)(x + 3).

□ Since / ( x )  is a polynomial it is continuous and differentiable on M. 
Moreover, / ( x )  takes the zero value at the points: -3 ,-2 ,-1 ,0 , that are roots of the 
given polynomial. Let’s prove that / '( x )  = 0 has a root in the interval [—3;—2]. 
/ ( x )  satisfies all hypothesis of the Rolle’s Theorem on [—3;—2]. Indeed, / ( x )  is 
continuous on [—3;—2], differentiable on (-3;-2) and / ( - 3 )  = / ( - 2 )  = 0. 
Consequently acoording to the Rolle’s Theorem there is a point c e (-3;-2) such that 
/ ' ( c )  = 0. In a similar way we can prove that there are two more roots of the 
equation f i x ' )  = 0: one of them is in (-2 ;- l)  and the other one is in (-1;0) ■

3.11. HIGHER-ORDER DERIVATIVES AND DIFFERENTIALS

Higher order derivatives

Let у  = /(x )  be an explicit function, which has a finite derivative /  = f ( x )  
at every point x in an interval X  . If / '(x )  as a function of x has a derivative with 
respect to x which may be finite or infinite at every point x , x e X , then this 
derivative is called the second derivative of / (x) and denoted by

/  = (/'(*))' or /  = / '(* )•



In like manner, if f { x )  as a function of x has a derivative for all 
x e X  (\/x e X ), then this derivative is called the third derivative and denoted as

And so on, we use this way to obtain other higher order derivatives.
In general, if there exists a finite derivative of order (« -1), i.e. 

y{n-i) _ f ^ f x ) ,  V x e l ,  then the nth derivative can be defined as a derivative of 
the (« 1 )  st derivative:

У”) = ( / ”■.) « ) '= / ( ”’« .

Obviously, if n = 0 we deal with the given function, i.e. / (0)(x) = f ( x ) . If 
n > 2 (/? = 2; 3;...), derivatives are called higher order derivatives.

The following notations for the /?th derivative: / (й)(х), y (n\ d ny d nf{x)  
dxn ’ dxn

are

used.
Remark 3.10
1. If the order of a derivative is known, for example, we need to find the 

second derivative, i.e. /7 = 2, then either Roman numerals without brackets or Arabic 
numerals within brackets can be used in notation for the required derivative. Using 
primes is also acceptable but for the second and the third derivatives only:

y" = y" = y (2>, 

У  = у ш= у<3>,

у "  = y>,)-

2. If the /7-th derivative of / (x) at x0 exists, then its value at this point can be 
denoted in the following manner:

(»)< d ny d nf ( x 0)
\xo)’dx dxn

. f \ x ) [ ■4

Proposition 3.1.
I f  the nth derivative o f f  (x) is finite at x0, then there is a neighborhood o f x0 

where both f  (x) and its first [n - 1) derivatives are defined and continuous.
Remark 3.11
1. Proposition 3.1 can be proved by use of the necessary condition for 

existence of a finite derivative of a function.
2. Higher order derivatives at endpoints of a closed interval are determined via 

one-sided derivatives of an appropriate order.



Remark 3.12
1. The first derivative /  of the linear function y  = kx + b is equal to the 

constant к , i.e. у' = k . All derivatives of order greater than one, the second 
derivative, the third derivative and so on, are equal to zero: 
/  = / '  = ... = /"> = 0,« >2.

2. The first derivative /  of the quadratic function у = ax2 + bx + c is a linear 
function y' = 2ax + b. The second derivative y ” is a constant: y" = 2a. So all 
derivatives of order greater than two are equal to zero: ym = ... = / n)=0,n>3.

Thus, in general it can be proved that all derivatives of order greater than n of 
a polynomial of degree n Q„(x) are identical to zero:
(a w /”+1>= (a w r2,=...=o v x e R .

Example 3.18. Derive the formula for the nth derivative y (n \  if у  = ln(l + x ).
□ We need to differentiate recursively for finding a pattern. For x > -1 we

have:

У = (ln(l + X))' = — = (1 + x)-1;
1 + x

/  ЧУУ 4 (1  + у г 1) '= H K 1  + УГ2;
ym = (^ y = ((-l)  • (1 + УГ2)' = (-l) • (-2) • (1 + X)-3;

У я) =(-!)■ (-2)...- (-И + !)•(! + * Г
(-I)”-1 -(n -\)\ 

(1 + x)"

The final formula is (ln(l + х))(,г) = ———— , n e N. я
(1 + x)n

Example 3.19. Show that the function у  =Qx3 +C2x + C3 is a solution of the 
differential equation xym -  у ” = 0.
□ To get the answer we can use the following algorithm:

1. Find first three derivatives: y' = 3Qx2 + C2, y” = 6C,x, ym = 6Cv
2. Put the obtained derivatives into the equation: x-6Q -  6C,x=0<^> 0 = 0. We 

have the identity which holds for all x e Ж.
Hence any function of the form: у  =C\x3 +C2x + C3 is a solution of the equation 

xy"' -  y" = 0. Ш

Physical interpretation of the second derivative

Let S(t) be a distance, traveled by a point during time t . Earlier we defined an 
acceleration a(t) of an object as the first derivative of a velocity:

a(t) = v'{t).



Hence, since v(t) = S'(t), the acceleration is equal to the second derivative of S(t) 
with respect to time t :

a(t) = (S'( 0)' =

The acceleration is one of basic characteristics of the motion. If the 
acceleration is equal to zero over time interval, then such a motion is called a 
uniform motion. If the acceleration is a positive constant over given time interval, 
then this motion is called uniformly accelerated motion. If the acceleration is a 
negative constant over time interval, then the motion is called uniformly retarded 
motion.

Example 3.20. Find the acceleration of the point, if its motion is represented by 
S(t) = 3t2 + At -  5.

□ Applying a{t) = = S \ t ) , we have S’(t) = 6t + 4 => a(t)=(S'(t))' =
= (61 + 4)' = 6 . Thus, the acceleration is a positive constant, so we conclude the 
motion is uniformly accelerated motion. ■

Higher order differentials

Let у  = f ( x )  be a function which has first n finite derivatives at each point of 
an interval X. We know

d f(x )  = f'(x)dx. (3.6)

d f  (x) is called the first differential or the differential of order one. The value 
of the first differential at x = x0 is

d f ( \ )  = fX x 0)dx.

The differential of the first differential is called the second differential or the 
differential of order two of / (x) at x0:

d 2f ( x 0) = d(df(x))\x=Xo.

If we think of d f (x) as a function of the independent variable x and use (3.6), we get

d(df(x)\x=xo=(df(x)y •dx = (f'(x)dxy ■dx = f"(x0)dx2.

Hence, we have

d 2f ( x 0) = f \ x 0)dx2.

If X is any point in X ,  then d 2f( x )  = f \ x ) d x 2 or d 2y = y”-dx2. Therefore,
,  d 2y

У dx2 '



the differential of the second differential is called the third differential or the 
differential of order three of / (x) at x0:

d3f(Xo) = d(d2f(x))\x=Xo-

By analogy, if x is an independent variable, then

d{d2f { x )Ц  =(d2f(x )) '\x=Xo -dx = ( f n(x)dxy |x=Xo ■dx = f m(x0)dx

In this manner, the differential of the (n - 1 )st differential is called the nth 
differential or the differential of order n of / (x) at x0:

Summarizing the obtained results, we get the connection between the nth 
derivative and the nth differential:

d ’f ( x (,) = f (" \xa)dx". (3.7)

We can rewrite it as:

d ny = y (n)-dxn.

и  (») d nyHence, f  = -----
dxn

So we have the notation for the nth derivative written in

terms of differentials {Leibniz notation).
Remark 3.13
In contrast to the notation for the first differential given by (3.6), the notation 

for higher order differentials {n > 2) depends on how we treat x as an independent 
variable or a function.

Def: Suppose a function /(x )  is such that derivatives
f { x ) J \ x ) J m{ x \ . . J {n\x )  exist at x0. Then /(x )  is called n-times differentiable
at x0.

Def. A function / (x ) ,  which is n -times differentiable at each point of an 
interval, is called n -times differentiable on this interval.

Example 3.21. Find the third derivative y m and the third differential <f у , if
у = ex(x -  3). Calculate y m and ddy at x = 3.

□ Differentiating recursively we get
У = {ex{x -  3))' = ex(x -  3) + ex • 1 = ex(x -  2); 
/  = (ex(x - 2 ))' = ex(x -2 )  + ex = ex( x - 1); 
у  = (ex(x - !) ) ' = ex(x -1) + = exx.



Then, by (3.7) for n = 3 we have d3 у  = ym(dx)3 = exx(dx)3.
Substituting x = 3 gives us

/'(3 ) = 3e\ 

d3y{3) = 3e3{dxf.

Note, the third derivative at x = 3 is a constant, but the third differential at this 
point is a function of dx.u

Higher order derivatives of a function represented parametrically

Let a function у as a function of a variable x be defined by parametric 
equations:

* = <p(0> y  = v ( t ) -

If functions cp(?) and \|/(/) have higher order derivatives at a point /0, then 
there exist corresponding higher order derivatives of the function у  with respect to x 
at this point and these derivatives are defined by:

d 2y
dx2 or T, (3.8)

where x't = cp'(0, xl = ф"(0, У, = ф'(0, y"tt = \y \t) . 
For the third order derivative we have

^ у Л У Л
dx3 x't

In this manner, we can evaluate derivatives of any order of a function 
represented parametrically.

Example 3.22. Find y ^ ,  if the function y(x) is represented by the parametric 

equations:

□ According to the result of example 3.14 y'x= -cott. Applying (3.8), we get

(y 'Jt _ (-cotQ' = 1 1 m
x\ (1 + cos t)\ sin2t-(-sint) sin3?



Theorem 3.12 (L’Hopital’s Rule, the case).

Let
1) functions f (x)  and g(x) be defined and differentiable on a punctured 

neighborhood o f x0;
2) lim /(x )  = lim g(x) = 0;

X  ^ Xq X —^ Xq

r  / '(* )3) lim —7-—— exists.
g'(x)

Then,
f i x )lim

x ^ * 0  g(x)
= lim

x->x0
f i x )  

g 'O ) '

Theorem 3.13 (L’Hopital’s Rule, the — case).
oo

Let
1) functions f  (x) and g(x) be defined and differentiable on a punctured 

neighborhood o f x0;
2 )  lim / (x) = lim g(x) = oo ;

x —»x0 x—»x0

.4 1 - f i x )3) lim ^- exists. 
x ^ x0 g (x)

Then,

x->x0 g(x) x_>x0 g'(x)

Remark 3.14
1. The L’Hopital’s Rule is applicable in the case when

a) x —> xQ, where x0 is any real number;
b) x —  ̂o o ;
c) x —» x0 ± 0 , x —> ±oo.

2. The L’HopitaTs Rule can be also applied to investigate indeterminate 
forms such as [ o o - o o ] ,  [ I х ] ,  [ O x ] ,  [ q o 0 ] .  H o w  we should work with the

mentioned indeterminate forms to convert them into the — case or the —
0 oo

is given below:

case

> [0 • ool. We have lim и • v = [O-oo]. Then, the product и • v is represented by the
L J x—»a

quotient:



U -V: [ 0 - с о ] = (1/v)
V

(1/ и)

_ 0 _

00

00

> Г со -  со]. We have lim u - v  = [co-co]. If и ф 0 we can factor out и :
J x-»xr

u - v  = u f l - I ]
v u )

Or if v ф 0 we can factor out v :

и -  v = v

Then,

С и л
- - 1  
>’ j

V Vif lim — exists and lim — =Аф 1, then lim(w -  v) = lim и (1 -  A) = oo
x̂ xo и *->*0 u X —

if lim — exists and lim — = 1, then lim (u -  v) = lim — =
и X̂ Xn 11 1

Vl
x->x0 и

X—»xn

1- V

и
Further, obviously we apply the L’Hopital’s Rule in straight forward manner.

> Г ] ,  [0°°], К ] .  We have lim uv =
x—»x0

get

[Iе0],
0”], Using the fact that/ (x) = eta/(x)5 we 
00°].

lim uv = lim elnu =
X —>X q X —>X q

lnMv = vlnM| = limevlnH=e[0x].

To investigate the indeterminate form [ 0 - o o ]  the L’Hopital’s Rule is used as 
described above.

i?  i  ^  ' t -г T7- A  r  +  V x - T s  -  3Example 3.23. Find lim------
x->0 X

,. yj x +1 + yj x + 8 — 3□ lim----------------------
>0 x

f

0
0

(yjx + l +yJx + S - 3 ) '= lim----------------------- — =

= limx—̂ 0
1 1• +

K2y[x + 1 3%](x + 8)2У

1_
12

Example 3.24. Find lim lnx
x-»0+° c o t j



□ lim lnx
x -» 0 + 0  cotx

00

00

(lnx)' l s in 2x sin2xlim —----— = lim --------- = -  h m -------
x̂ ()+0 (cotx)' x-»0+0 X • (-1) x  >o+o x

(sin2xY 2sinx-cosx _= -  lim ----- -J-  = -  lim ------- ------- = 0.
*->o+o x x —̂ 0+0 1

The L’Hopital’s Rule can be applied as many times as functions under the limit 
sign satisfy all hypothesis of the given above theorems.

Example 3.25. Find lim (lnx)x .
x—̂ +co V '

J_ J.

□ lim(lnx)x = Гоо°1 = lim (еЫпх)х = lim e
X —»+00 L J X —»+CC '  X —b+OO

lnlnx
00

OO

(Inina
= lim e

x —>+<x>

1
= lim elnxx =e° =1.

X — > + oo

Example 3.26. Find the following limits:

a)Iiml£ ( iz j/I; b) I im h £ ;c ) l im 4 .
x-»l xL— X x-»0+0 |g _ £  x_>+co x^

□ a) liт М Ь £ >
x^ ! X -  X 

1 1

-lim (ln(2 -V F ) ' _ |im
x-»l

1 J--- X5

(x2-x ) ' х̂ (2 -ф с )) (2 х -1 )

b) lim
x^0+0 \ g x

5-1-1 5

lnx 00
00

lim = Hm  ̂ / x—  = lnlO.
x —>0+0 (lgx)' x̂ 0+0 l x-lnlO

2 Xc) lim — =
X-»+co

00 (2 7  2xln2 = hm — +—- = lim ------- = 00
00 x̂ +co (x )' x->+°° 2x 00

(2xln2)'= lim x̂ +c0 (2x)'

2X In2 2= hm ---------=+oo  .■
x-»+oo 2

Example 3.27. Find lim
X—»CO

X + sin X
X

□ As x —» oo, the numerator and the denominator of the fraction x + sinx 
x



increase unboundedly. So we deal with the indeterminate form
00

. Unfortunately, 

1 + cosxtx + sm xYwe can not use the L'Hopital's Rule: there is no limit lim -----------—= lim
x—H-co ^  x—H-co J

because cosx as well as 1 + cosx have no limits at infinity. However, the limit 
x + sin xlim----------exists and can be found in another way:

X —»C0 Д -

,. x + sm x ,. lim----------= lim
f

x-»x

11 + sin x • — 
X J

= 1. We should divide each term of the numerator by

the denominator. The limit of the second summand is equal to zero as the limit of a

product of the bounded function sinx and the infinitesimal function —, x —» oo (see
x

properties of infinitesimals). ■
Exercises

1. Find derivatives of appropriate orders:
a) jO  if у  = (2x2 — 7)ln(x — 1);

b)  y m if y - l0g2X-
X

с) y(4) if у = ex/2 • sin 2x.
2. Find у^  if y(x) is given by
ч fx = cos2t, 

a (T = 2sec2?;

(i + O ;
c\ lx = e1 cos t,

' (y = Usint.
In the given below exercises a student’s number and the last numeral in a group 

number should be taken for m and n respectively.
3. Find the limits using the L’Hopital’s Rule:

In YIX
.2  5a) lim

mx"
1 - cos их

e) lim xex ;
x —̂-0+0

b) lim

c)

x-sinx
ftyj X + 1 -y /x  + n2

f) lim
x^> a

lim-
x-»0

d) lim

x2 - x  
x3 - nx2 + x - n

Kn j  
g) lim( x -n )x

x̂ a x3 -  nx2 - x  + n



Let / (x) be defined on an interval X  .
D e f: /(x )  is said to be increasing (<decreasing) on X , if / (хл) > f ( x 2) 

( / (x j) < / ( x 2) ) whenever Xj > x2, xt, x2 € X .
Def.. /(x )  is said to be strictly increasing {decreasing) on X ,  if 

f i x 1) > /(X2) ( /(Xj) < / ( x 2)) whenever Xj > x2, Xj, x2 e X .
D ef: / (x) that is increasing or decreasing on X  is called monotonic on X  .
D ef f { x o) is called a local maximum {local minimum) if there exists a 

neighborhood U{x0) of x0 such that / ( x ) > / ( x 0); ( / ( x ) < /(x 0)) for all x in 
U{xo).

D ef: A local extremum is called either a local minimum or a local maximum.
Further we use just maximum (minimum) instead of a local maximum 

(minimum).
Remark 3.15
If a function /(x )  has a maximum (minimum) at x0, then the point 

(* 0 > /W ) is called a maximum (minimum) point.
In pic. 3.9 there is shown the graph of / (x ).

Function/(x) is increasing on the intervals (-oojxJ, [x2;x 3], [x4;oo) and 
decreasing on the intervals [x ^ x j,  [x3; x4] . (x1, / ( x 1)), (x3, / ( x 3)) are maximum 
points, (x2, / ( x 2)), (x4, / ( x 4)) are minimum points. Obviously, if we have a graph 
we are able to indicate, for example, intervals of increasing / (x), enough simply.

Proposition 3.2
A function f  (x) is constant on X  if and only if f'{x)  = 0 for every x in X .

/(x)=const Vxe J o / ' ( x )  = 0 V x e J .

Remark 3.16
/ (x)=const is a function which is both increasing and decreasing on R .



Theorem 3.14 (Increasing/Decreasing Test, the First Derivative Test for 
monotonic functions).

I f  f ' (x)> 0 on X , then f ( x )  is strictly increasing on X .
I f  f \ x ) <  0 on X , then f ( x )  is strictly decreasing on X .

Using mathematical symbols, the above statements can be written in the form: 
\ / x e X  f \ x ) > 0=>Vxj,x2eX , х2>хг , f ( x2)>f (x l).

\ / x e X  f \ x ) < 0 =>VXj,x2e X , x2>x3 , / ( x 2)< f { x x).

Theorem 3.15
I f  a function f  (x) has an extremum at a point x 0 , then f ' ( x {)) = 0 or / '( x 0) 

does not exist.
Remark 3.17

“ f ' ( x o) does not exist ” means that a finite derivative does not exist.
For example, f ( x )  has a minimum at the point x 2 and / '( x 2) = o o  (see pic. 

3.9). / (x) has no finite derivative at this point. / (x) has a maximum at the point x3 
and one-sided derivatives exist, but are not equal. So we get again that / (x) has no 
finite derivative at the point.

D ef . A point x0 in A is called a critical point of / (x ) ,  if / '( x 0) = 0 0r 
f ' ( x ()) does not exist. A point where / '( x 0) = 0 is called a stationary point.

Remark 3.18
A function does not always take on an extreme value at a critical point. For 

example, in pic. 3.9 there is the point £ such that / '(£ ) = 0. But £ is not a minimum 
or maximum point.

Theorem 3.16 (The First Derivative Test for Extrema).
Suppose, x 0e X  is a critical point o f /(x )  and /(x )  is differentiable on a

О

punctured neighborhood U(x0) of  x0.
О О

I f  f ( x ) >  0 for x< x0,x e [ /(x 0) and / '(x )<  0 for x > x 0,x e U (x 0) then 
(x0, / ( x 0)) is a maximum point o f f  (x).

°  о

I f  /'(•*) <0 for x< x0, x e U ( x 0) and f ( x ) >  0 for x > x0, x e U(x0) then 
(x0, / ( x 0)) is a minimum point o f f  (x).

О

I f  Г  (x)>® or f \ x) <0 far all x e U ( x 0), then (x0, / ( x 0)) is not extreme 
point o f f  (x).



Theorem 3.17
Suppose, x Qe X  is a stationary point o f f  (x) and derivatives 

/'(x ),/% x),/% *),..,/ (и+1)(х) exist in a neighborhood U(xQ) o f x0. Suppose,

f ' ( x0) = f ( x r, ) = . . - f {n- ' \ x0) = 0, and /«(ЛоЗ^О.
I f  n is an even number and / (и)(х0) >0, then f  (x) has a minimum at x0.

I f  n is an even number and / (и)(х0)< 0 , then f i x )  has a maximum at x0.
I f  n is an odd number, then f  (x) has no extremum at x0.
Corollary (the Second Derivative Test for Extrema)
I f  f" (x0) > 0 at a stationary point x0, then f  (x) has a minimum at x0.
I f  f \ x 0)< 0, at a stationary point x 0, then f  (x) has a maximum at x0. 
Remark 3.19
We use the Second Derivative Test for Extrema instead of the First Derivative 

Test, when it is more difficult to investigate sign changes in f  at x0, than to find
higher order derivatives.

Algorithm for investigating a function for extrema and indicating intervals where the
function is increasing/decreasing

1. Find the domain D ( f ) of / (x) .
2. Find f i x ) .
3. Find critical points x0 eZ )(/), i.e. points where f '  = 0 or / '  does not exist.
4. Use the First Derivative Test to determine extreme points and intervals on 

which a function is increasing and decreasing.
5. Find extreme values of a function.
Example 3.28. Find externa of /(x )  and intervals where f i x )  is

2

increasing/decreasing, if / (x) = e~x .
□ Applying the algorithm given above,
1. f {x)  is defined, continuous and differentiable on IR: D( f )  = M.

2. / '(* )  = - 2xU*2.
3. / '(x )= 0 at x = 0 . Hence, x0 = 0 is a stationary point of / (x) . Since f'{x )  

is continuous on Ж there are no points where f i x )  is undefined (doesn’t exist).
4. f '{ x ) > 0 for x< 0  and / '(x )< 0  for x> 0  . Thus, according to the 

Increasing/Decreasing Test /(x )  is increasing on (-oo,0) and decreasing on (0,+oo). 
Moreover, moving across the point x = 0 from left to right f i x )  changes from 
positive to negative, so following the First Derivative Test for Extrema /(x )  has a 
maximum at x = 0.

5- /m ax = /(0 )  = l. ■



Remark 3.20
We may use the scheme as shown in pic. 3.10 to examine behavior of /(x )  

and find extreme points. The stationary 
point x = 0 divides the x-axis into two 
intervals: (-oo,0), [ 0 , + o o ) .  To determine 
sign of / '(x )  we may use a test point. The 
test point is any point in the given 
intervals. For example, the test point for

2 9
( - o o , 0 )  is -1. Then, we calculate the value / '( - l ) = - 2 - ( - l ) - e _(_1) =  —  > 0 .  By

e
,2 2analogy, the test point for [ 0 , + o o )  is 1. Then, / ' ( 1)= - 2 • 1 • e  =  —  < 0 .  We mark it

e
above corresponding intervals on the scheme. Behavior of the function on these 
intervals is shown with arrows under the x -axis.

Example 3.29. Find extrema points of /(x )  and intervals on which /(x )  is 
increasing and decreasing, if / (x )  = lnx -  x.

□ According to the algorithm
1. /(x )  is defined, continuous and infinitely differentiable for x > 0:
W )  = (0;+co).

2. / '(x )  = (lnx -x )' = - - l = — .
X X

3• f \ x ) = 0<=>x-l = 0<=>x = l. Hence x = 1 is a stationary point. There are 
no other critical points because x = 0 is out of the domain.

4. Since x > 0 , the sign of / '(x )  is determined by the sign of the difference 
(1 -  x). Therefore, f \ x )  >0 for x e (0; 1) and / '(x )  < 0 for x > 1. So we can draw 
the following conclusion: the function increases for x e (0; 1) and decreases for x > 1, 
thus / (x) has a global maximum at x = 1 (pic. 3.11).

5- /щах = /(!)  = - ! . ■

Pic. 3.10

Pic. 3.11



Let a function / (x) be differentiable on an interval X  .
D e f: The graph of / (x) is called concave upward {concave downward) if all

points of the graph are above (below) any tangent line to this graph on X  .
Pic. 3.12 illustrates the graph of /(x )  which is concave upward on the intervals:
[Xj; x2 ], [x3; oo) and concave downward on the intervals: ( - 0 0; Xj ], [x2; x3] .

Indeed, let’s consider the interval ( - 0 0; x, ], containing two points a and b . 
The graph of /(x )  lies below tangent lines through the points {a,f{a)),  (b, f{b)). 
So by the definition the graph is concave downward on ( - 0 0; x3 ]. By analogy, we
can illustrate given above conclusion about concavity of the graph on each intervals. 

Def.. A  point M0(x0, / ( x 0)) on the graph of /(x )  where concavity changes
is called a point o f inflection.

In pic. 3.12 Xj, x2 are points o f inflection. Let’s show it for the point x , . The 
graph is concave downward for points which are prior to the point x3 and it is 
concave upward for points which are after Xj. Thus, as x increases through Xj 
concavity changes from downward to upward. x3 is not a point of inflection. 
Although concavity changes from downward to upward, x3 is not in the domain of 
/(*)■

Remark 3.21
In pic. 3.12 there are three tangent lines to the graph on ( - 0 0; x3 ]. The graph is

concave downward on it. Note, the slopes of these tangent lines decreases as x 
increases. The slopes are determined by values of the derivative f ' {x).  So, if  the
derivative f ' {x) decreases as x increases, then the graph is concave downward. For 
concavity upward we have: if  f \ x )  increases as x increases, then the graph is 
concave upward.



Theorem 3.18 (The Second Derivative Test for Concavity).
I f f ( x )  > 0 (f "(x ) < 0) on an interval X , then the graph o f f  (x) is concave

upward (downward) on X .
Theorem 3.19
I f  x0 is a point o f inflection, then f ”(x0) = 0 or f { x 0) does not exist.
Remark 3.22
1. “f ( x  o) does not exist ” means that finite derivative does not exist.
2. Points satisfying above theorem may not be points of inflection. This 
theorem gives only the necessary condition, but not the sufficient condition. 
Theorem 3.20
Suppose, x0 eD ( f )  and /"(x0) = 0 or /"(x0) does not exist.
Then, if  f"(x) changes sign as x increases through x0, then x0 is a point o f

inflection.
Remark 3.23
According to theorem, if x() is a critical point, but not an extreme point, then 

x0 is a point of inflection.

Algorithm for identifying points o f inflection and concavity o f the graph

1. Find the domain D( f )  of / (x ).
2. Find f \ x ) .
3. Find points x0 eD( f )  such that f  = 0 or f  does not exist.
4. Examine wherever f ( x ) >  0 or f { x ) <  0 on both sides of each points 

x0. Determine intervals where the graph of / (x) is concave upward and downward.
5. Find points of inflection and values of / (x) at these points.

Example 3.30. Find points of inflection and identify intervals on which the 
graph of / (x) is concave upward or concave downward, if / (x) = e~x .

□ Applying the algorithm given above
1. /(x )  is defined, continuous and differentiable on R : D( f )  = R .

2. f { x )  = {-2xe~x )' =- 2e~x +-(-2x)e“" (-2x)=2e“x (2x2-l) .

3. f"(x)= 0< ^2e“x2(2x2- l )  = 0< ^x  = ± ^ y .

4. f ( x ) >  0 on

r n f  ч n. >/2 л/2/  (x)<0 o n ------;—
2 2

V21- 0 0;------ u r v i  1

2 J L 2 J so the graph is concave upward. 

, consequently the graph is concave downward.



Г ( Х )
f i x ) - J 2 /2  v f /2

f i x )  changes sign twice as x increases
V2x through x = — and

Pic. 3.13

x = . Thus
2 2

these points are points of inflection.
J  V T

5- /
V

/
2 1e =

Remark 3.24
We may illustrate the solution with the scheme shown in pic. 3.13. Points

V2 J l
------ and —  divide the x-axis into three intervals:

2 2
V2 1

r ;-^J 2 ’ 2

2 1
2 :

00 . Above the x-axis we mark signs of the second derivative on each of these

intervals, below it we show concavity of the graph with symbols (u ) , (n ) .
Example 3.31. Find intervals, where the graph is concave downward and 

upward, and points of inflection if / (x) = 4x3 -  9x2 -  12x + 8.
□ l .D ( / )  = R
2. f ( x )  = (\2x2 -18x-12)'=  24x-18.
3. /"(x) = 0 24x-18= 0 <̂> x = 0,75.

4. The sign of the second derivative:/"(*)
f ( x ) 0,75

/"(x) >0 <^x >0,75
(see pic.3.14).

/'(x)<0<=>x<0,75 
P1C- 3.14 xhe function /  is concave upward for x e  (0,75; 00) and

concave downward for x e ( -  00; 0,75 ). The point x = 0,75 is a point of inflection.
5. /(0,75) = -4,375. The coordinates of the point of inflection are 

(0,75; -  4,375). ■
Asymptotes

Def. : An asymptote for the graph of / (x) is called a straight line such that a 
distance between points (x, / (x)) on the graph and points on the line goes to zero as 
x increases without bound.

Def.: A  vertical line x = a is called a vertical asymptote for the graph of / (x), 
if at least one of the following limits lim / (x) and/or lim / (x) are equal to

x—>o-0 x—>o+0

infinity, i.e.
lim /(x )  = с о ,

x—>o-0

lim / (x) = 00.
x—>o+0



Pic. 3.15
D e f: D e f: Let a function / (x) be defined for all x >К , К >0. A  horizontal 

line у = b is called a horizontal asymptote (as x —» +oo), if there exists the finite limit 
lim f ( x )  = b .
x—>+oo

Now, let a function / (x) be defined for all x < К , К  < 0. If there exists the 
finite limit lim f ( x )  = b , then, as before, a horizontal line y = b is called a

X — 00

horizontal asymptote (as x -> - o o ).
In pic. 3.16 there is presented the example of the graph of a function which has 

a horizontal asymptote у = b . у = ъ

Pic. 3.16
Def. . Let a function /(x )  be defined for all x > К , К > 0. Suppose, / (x) can 

be represented by / (x) = kx + b+ o(x) as x ^+ o o . o(x) is infinitesimal of higher 
order than x . Then, a line y = kx + b is called an oblique or a slant asymptote as
x —» + o o  . By analogy, also we can define an oblique asymptote as x —» - o o . 

Theorem 3.21
Let a function /(x )  be defined for all x> К , К > 0. A line y  = kx + b is an

fix)oblique asymptote i f  and only if there exist finite limits к = lim ------ and
X->+cX) X

b = lim ( / (x)- &x).
x—»+co



Example 3.32. Find asymptotes of the graph of / (x) = e~x .
□ /(x )  is one of basic elementary functions. It is defined and continuous on 

Ж. So, / (x) has no points of discontinuity and, thus, it has no vertical asymptotes.
_ .2 1

Let’s investigate behavior of /(x )  as x —»oo: lime л = lim— -=0. Hence,
X—»00 X—>00 Q x ~

the line у = 0 is a horizontal asymptote.■
Example 3.33. Find asymptotes of the graph of the function у  = \n x -x .
□ The function у = \n x - x  is defined, continuous and differentiable on 

(0; + oo).The graph has a vertical asymptote x = 0, which passes through the 
boundary point x = 0 of the domain, as lim (lnx-x)=-oo (see pic. 3.18).

x—>0+0
The graph has no horizontal asymptote as lim (lnx -  x)= -  oo .

X - > + C C

Let’s figure out whether there is an oblique asymptote:

к = lim ln x -x
x—>+co X

00
00

= lim
X - И - с о  X

i - 1
lim —

X—M -co  |
= -1.

b = lim ( / (x)-kx) = lim (In x -  x +x) =

= lim lnx = + o o .
X—>+0O

oblique asymptotes. ■ 
94

The limit is infinite, so the graph has no



Example 3.34. Find asymptotes of the graph of the function у  =
2 x 2 - 3  

x - 4  '

□ The function У =
2x2 -3  
x - 4

is defined and continuous on M\{4}. The point

x = 4 is a point of discontinuity and lim
x -> 4

2x2 -3  
x - 4

1
0

= oo . Hence the line x = 4 is a

vertical asymptote (see pic. 3.19).
The graph has no horizontal 

asymptote:
2x2 - 3  lim ---------

x-M-co x — 4
4x= lim —  = oo.

X —» + c o  1
But there is an oblique asymptote 
у  = 2x + 8.

00
00

(2x -3)'lim
X̂+CO (x — 4)'

Indeed,

к = lim Hm 2x = 2,
x *->°°(x-4)x

b = lim ( / (x)-kx) -
x—> 00

lim f  2x2 -  3 'I ---------- 2x = lim f  8x-3^|
x-»co l  * " 4 J x-»co U - 4  J

Guideline for sketching the graph o f a function
1. Identify the domain D( f )  of f {x) .
2. Find the x- and у-intercepts and identify intervals, where f ( x )  doesn’t 

change sign.
3. Identify whether /(x )  is an even/odd function or not.
4. Identify whether / (x) is a periodic function or not.
5. Determine intervals on which /(x )  is continuous. Find points of 

discontinuity and vertical asymptotes.
6. Analyze behavior of /(x )  at infinity. Find horizontal asymptotes and 

oblique asymptotes.
7. Determine intervals on which /(x )  is increasing and decreasing. Find 

extreme points.
8. Determine intervals of concavity of / (x). Find points of inflection.
9. Fill in a table with values of / (x), f \ x )  and f \ x ) .
10. Sketch the graph of / (x ).



Example 3.35. Investigate the function у  = xe~x and sketch the graph.
□ 1. The domain is D( f )  = Ж.
2. There is one point of intersection with the x-axis: x = 0 у  = 0,

y = 0 => x = 0, because e~x Ф 0 => it is the point (0;0). It is easy to analyze the sign of 
y(x), taking into account that e~x >0 for all x.

3. The domain of function D( f )  is symmetric, but the function is neither even 
nor odd: / ( - x )  = -xe~(~x) = -xex => / ( - x )  * /(x ), / ( - x )  ф - / ( x).

4. The function is also not a periodic function: f ( x  + T) = (x + Г)е_(х+г) ф f  (x) 
for T ф 0.

5. у = xe~x is defined and continuous on 1=> there are no vertical asymptotes.
6. Let’s examine how the function behaves as x — oo and as x —»+oo.

lim xe x =  [ - o o  • o o ]  =  - o o = >  there are no horizontal asymptote as x —» - o o .
я—> -со

Let’s try to find an oblique asymptote у = kx + b as x -»-oo.
xe~xк = lim ----- = lim e x=+oo=> as x —»-oo.

x—> -oo x  x—> -со

Note, we get the same behavior for к if x ^+ o o  . Thus, there are no oblique 
asymptotes

Now let x —> + oo . Applying the L'Hopital's Rule

= lim — = 0 Therefore, the line у  = 0 is a
X — >  + 00  g X

horizontal asymptote as x —»+oo .
7. Find the first derivative:

lim xe~x = [ o o  • 0] = lim —
•• '  1 “  X — >  + 00 Qx —> +oo

00
00

y \x )  = (xe~xy = l-e~x + xe~x(-l) = e~x(l -  x); 
Further find critical points:

■ о
00

e“x( l-x )  = 0 
е~х ( \ -  x )  =  oo

x = l, 
x e 0 .

Appling the Increasing/Decreasing Test and the First Derivative Test for 
Extrema (see pic. 3.20), we have
/(x )  is increasing on ( - 00Д) and /'(*) +______ ■ _________^

1 Xdecreasing on (l,+oo). Since

y( 1) = 1 • e 1 = — « 0,4, the point
e

maximum point.

И '
 ̂ e)

is a Pic. 3.20



8. Using the second derivative we get:
y"(x ) = [e~x(\ -  x)]' = -  e~x(l -  x )  +  e x ( - \ )  

- e  ( -  .v +  1)  =  e~x(x  -  2 ) ;

K  = oУ =co
X- 2 ) = 0 :
x -2 )=  со

x -
> X '

2
: 0.

Pic. 3.21

Then according to the Second Derivative Test for Concavity f ( x )  is concave 
upward for xe(2;oo) and concave downward for хе (-со; 2). Since

y(2) = 2e 2 = — ^ 0,3, the point T ;“У e J
is a point of inflection (pic, 3.21).

9. Now we fill in the following table:
Table 3.1

X i) 1 (i;2) 2 (2;+co)

/ + 0 — — —

/ — — — 0 +

У /  /X lmax, —
e

\  ^
infl. point 

2
e2

The graph of the function у  = xe ' is 
depicted below (pic. 3.22). Obviously, the

range of values is £’( / )  = 1
-o o ;-  

V
Note that we used one more point while 
drawing the graph:

y(-l) = -e ~ -2 ,7 .«

Exercises

Investigate the functions and sketch the graph.

a )y  =
2x

\ + хг
b) y =

2x
2 + x

с) у  = xe
X

2 • d) v =
111 V

X

e) = x2 (x -  2)z ; f) у  = ~  _ arctan x .



CHAPTER 4. INTEGRAL CALCULUS

4.1. ANTIDERIVATIVES AND INDEFINITE INTEGRALS

In the previous chapter we have studied how to find a derivative of a function 
and how to apply it for solving different problems. Now we want to recover a 
function from its known derivative. In other words starting with /  we wish to find a
function F whose derivative is / . Such a function is called an anti-derivative.

Suppose, /(x )  is a continuous function on X  and F(x) is a differentiable 
function on X .

Def The function F(x) is called an antiderivative of /(x )  on X  if 
F\x)= f  (x) for all x e X  .

For example, F(x) = x2 is an antiderivative of / (x) = 2x as (x2)' = 2x for 
any real x . At the same time (x2 +1)' = 2x and (x2 -1000)' = 2x . So we can say the 
functions x2 + l and x2-1000 are also antiderivatives of 2x . This fact illustrates 
one very important property of antiderivatives that can be formulated as follows:

Proposition 4.1
Two antiderivatives o f a given function differ only by a constant, i.e. if  

F and G are antiderivatives o f f  on X  then F -  G = const.
Proposition 4.2
I f  F(x) is some antiderivative o f /(x )  V x e  X  , C some constant, C e l ,  

then F(x) + C is also an antiderivative o f function f  (x) on X .
D ef . The general form of an antiderivative of /  is called the indefinite 

integral o f f  and denoted by

where
/  (x) is the integrand function or the integrand,
f  (x)dx is the integrand,
x is a variable o f integration.
The general form of an antiderivative is F(x) + C , where F  is an anti- 

derivative of /  and C is an arbitrary constant or a constant o f integration, and 
must always be included. So

|  /  (x)dx = F(x) + C.

Thus, for example, j*2xdx = x2 + C .
Remark 4.1
Continuity of /  is the sufficient condition for existence of its antiderivative.



Properties of indefinite integrals

t
1. (J/(x>&) = /(x), o x — (jf{x)dx) = f ( x ) .

2 . d{^ f{x)dx^-  f {x)dx .

3. j*<2(F(x)) = F(x) + C, or ^F'{x)dx = ^d(F(x)) = F{x) + C .

4. V a eR ,  афО ja f{x)dx  = a^f{x)dx.

5. \ [ f {x)±g(x j \dx  = \ f{x)dx±\g{x)dx.

6. If | /  (x)dx = F(x) + C, then for any numbers a ,b , а ф О

[ f ( a x  + b )d x  = — F ( a x  + b) + C  . 
J a

Techniques of integration

To take different types of integrals it is useful to make a list of basic integral 
tormulas (standard integrals) by inverting formulas for derivatives.

Standard integrals

1. jo  -dx = C

2. j* 1 - dx = ^dx = x + C
, r a+1

3. fxadx =------+ C ( a ^ - l )
J a  + 1 v ’

4. dx = ln|x| + C
JC

5. \(fdx = —  + C, fexdx = ex + C
J In a  J

6 . |s in  xdx = -  cos x + C 

2 . Jcosx<2x; = sinx + C

4 -c m
8 . 1- ^ — dx  = In 

sinx

9. [ —-—d x  = In 
J cosx

Xtan—
2

tan

+ C = In cosecx -  cot x + C, cosecx
1 \

(  X 7Л
v2 4y

+ C  = ln|tanx-secx| + C,
r

sinx )
1 ^secx = -----

V cosx



Г 110. — — dx = -cotx + C 
J sin x
г 111. ----— dx = tanx + C
J cos x

, _ p dx 1 x „ / „ \12. I —---- - = — arctan— + C(a ^0 )
J X +  <2 <2 ^

13. =
J x2 -  a2 2a

dx
14J

a
x - a
x + a

+ C ( a ^ 0)

yja2 -  x"
= arcsin— + C, x < \a\

a

15. J - ^ _  = ln
2 x2 + a

x + vx2+ a + C,(<2 ^ 0)

16. |shx • dx = chx + C

17. |chx • dx = shx + C

shx =

chx

ех-£ГхЛ

ех + е-хЛ

Remark 4.2
It is necessary to say a few words about elementary functions which anti- 

derivatives aren’t elementary functions: fe~x dx, Jsinx2̂ ,  j*cosx2<ix:,

f— dx, ( SmXdx, [C0SXdx, i.e. there is no elementary function F(x), that
J x J x J x J lnx

cosxsatisfies the conditions F'(x) = sin x2 or F'(x) =------. In this case antiderivatives
x

can be found by means of power series (non-elementary functions).

Example 4.1. Find f(5sinx + 2 cosx- — + 3^Jx)dx .
J x

□ Applying properties 4, 5 and standard integral 3, we get
7 dx -J*(5sin x + 2 cosx-- 1- 3 yfx)dx = 5 J* sin xdx + 2 J* cosx<ir -  7 J*- - - ь 3j x 2 dx =
X X

= -5cosx + 2sinx -  7In | x | +3 --r-—  xd + C = -  5cosx + 2sinx -7 In | x | +2л/х~ + C.
-  + 1 
2

f (  тг̂  Example 4.2. Find J cosj 3x + — d x .

к□ According to property 6 with <2 = 3, b= —,w& have



Jcos dx =
1

3x +— = — sin 3x +—
1  7 J 3 1 7 J

+ C.

Example 4.3. Find J —:J C1
sin x + 2

sin2 x
dx.

□ Putting each term in the numerator over the denominator with simplifying 
afterward and applying properties 4,5, it follows, that

Jsin X2+ 2  dx = J— 1 — dx + 2  J  ̂ dx = = ln
J sin x “ sin x « cm2 xsin x sin x

xtan—
2

+ 2 • (-cot x) + C =

ln xtan—
2

2cot x + C. ■ 

Example 4.4. Find J 2
x -dx.x 2 + 4

x 2 x 2 + 4 — 4 4□ Rewrite the integrand in the form: —---- = — 2------- = 1 — 2-----Then,
x + 4 x + 4 x2 + 4

J—x— dx = Jl • dx — 4 J г1 —  dx = x — 4 • ̂ arctanx  + C = x — 2arctanx  + C.J x 2 + 4  J J x 2 + 4 2 2 2x2 + 4

Example 4.5. Find J5x • 2xd x .

□ Rewrite the integrand function as follows: 5x • 2x = (5 • 2)x = 10x. Thus, 
1 0 xJ 5x • 2 xdx = J l 0 xdx
ln1 0

■ + C .

Example 4.6. Find 2  +
J -v/4—x 4

x dx .

□ The radicand 4 — x4 in the denominator can be expressed as 
4 — x4 = (2 + x2) • (2 — x2). Then,

V2 + x2 —V2 ~ x 1 1

V2  + x2 -V2  — x2 V2  — x2 V2 + x

—ln

r^2  + x2 —yj 2  — x2

J V4 — x4

x + y/x + 2 + C

-dx = J . 1 2 dx — J—=J^=  dx = arcsin

1
x J x 2 + 2

x



Example 4.7. Find j f cos4 — -  sin4 — dx.

get

2  2 ^

□ Using the difference of squares formula and the trigonometric identity, we

• 1 = cos x.x . 4 x f  2 x • 2 x ̂ f 2 x • 2 x ̂ f x ̂
— -  sin — = cos —-  sin — cos —+ sin — = cos 2 —

2 2 1  2 2  J 1  2 2  J 1 2  J

Hence, f l cos4 —  sin4 — dx = j cosxdx = sinx + C.i
4  2 2Г  J

Exercises

1. Find j (  3 -  2 x )2 dx

г 12. Find I —---- d x .
J x2 + 4

3. Find f , 1 /- l
J x \J  x

4. Find j j 2

7. Find j 1 ^ 4  + 4x dx
4 x2 + 4

1 + x + 2 ^Д — x

rdx.

3 2
dx .

8 . Find Г  r
V1 -  x

9. Find f  1 -  s i n 3  x

dx

sin 2 x
dx .

sin x J 
5. Find j2 2x3xd x .

•3x3 + 5xx5 -  5x4

10.Find fcos2 —dx .
2

6 . Find j : dx .
x

4

Integration by substitution

Let x be a function of t : x = ф (t ), where ф (t) has a continuous derivative 
ф'( t ) and ф (•) is a one-to-one correspondence. Then

j  f  (x)dx = j  f  (ф(t))ф'(t)d t . (4.1)

This formula gives the rule for integration by substitution.
Remark 4.3
Sometimes using the substitution t = ф (x) is more preferable than x = ф (t ). In 

this case the formula (4.1) converts into

j  f  (ф (x))ф'(x) dx = j  f  (t) d t .



Remark 4.4
Though there is no unified approach to choose an appropriate substitution, it is 

possible to give some tips:
1. If the integrand involves a composite function /(\ |/(x )), then the
substitution t = \|/(x) is used as a rule.

, „ , r cosVx ,
Example 4.8. Find — т̂ —ах.

y j X

□ There is the composite function /(v|/(x)) = cosVx under the integral sign. 

So the substitution t = л/x is appropriate.

=  y fx

dt dx
2-Jx

^  = 2 dt 
dx

= 2 J costdt = 2sin/ + C = 2sin-s[x + C.

2. If the integrand contains the expression v|f'(x)dx that is the differential of 
\|/(x) then the substitution t = \|/(x) is expedient to use.

Example 4.9. Find J sin3x • cosxdx.
 ̂ -3

□ The integrand sin x ■ cosxdx involves the factor cosxdx that is 

cosxdx = (sinx) dx = d sinx . So the substitution t = sinx can be chosen.

Jsin3x-cosxdh =
t = sinx 
dt = cosx

sin4 x-------+ C.
4

Example 4.10. Find f x +
J x

dx□ The integrand contains the expression —  that can be considered as J inx  or
x

J(lnx  + 2). So either the substitution t = In x or t = lnx + 2 are possible.

------- dxnx + 2 —
x

t = In x + 2
, dx dt = —

+ C.u



^  _  , г sin3x
Example 4.11. Find ----------- d x .

J 3 + cos3x
□ Since d(b + cos3x) = -3- sin 3xdx, let t = 3 + cos3x. Then

sin3x 
3 + cos3x

dx =
t = 3 + cos3x 
dt = -3 d  sin3x

<isin3x = - dt
T

l j-dt l n |f |+ ln|3 + cos3x
V ~ ~  3 ~ + ~ 3

Remark 4.5.
It is worthwhile to say that it is possible not to use a new variable of integration 

explicitly.
Example 4.12. Find je 3x+4dx.
□ Note, that d(3x + 4) = 3dx , so to get the expression converted into d (3x + 4) 

it’s enough to multiply the given integral and then divide it by 3:
1 1 Зх+4

j e3x+4dx = ^ j e3x+4 • 3dx = - \ e 3x+4d(3x + 4) = + C.u

Trigonometric substitutions

Trigonometric substitutions are effective when the following irrational
functions yja2 -  x2; \Ja2 + x2; л/х2 -  a 1 arise under the integral sign. For example, 
making the substitution x = tfsin a  allows us to get rid of the radical as

л/tf2 - x 2 = *Ja2 -fl?2sin2a  = ^ja2 (l -  sin2 a  j = a?cosa.

Appropriate substitutions are listed below (see table 4.1).
Table 4.1

Function Substitution
yja2 - x 2 x = a sin a

л1а2 +x2 x = a tan a

yjx2 -  a2
ax =------ = a sec a

cos a

Example 4.13. Find jV 4- x 2dx.

□ J*x/4 — x1 dx =
x = 2 sin a  
dx = 2 cosa<ia

V4 -  x2 = 2 cos a

J 2 cos a  • 2 cos ada = 4 J cos2 ada =



1 "I- cos 2q(,
= 4 j -------------------d a  =2  J d a  + 2 J cos2ouia = 2a  + J cos2a<i(2a ) = 2a  + sin 2a  + C

JC / X= 2a + 2sinacosa + C = 2arcsin— + x j l ----- + C .■
2 V 4

Remark 4.6
It should be pointed out that making a substitution, e.g. x = a sin a ,  restrictions 

for a  are imposed to get a one-to-one correspondence between x and a :
71 Пa
2 ’ 2

Illustrate some other variants of substitutions.
dx

Example 4.14. Find [— ■
J xv 2x + l

□ 1
dx t = y jlx  + l => X =

xy/2x + l

t 2 - 1

dt =
dx

yj 2x +1

j- 2Jt _
_ V - 1 ~

= In t - 1

t + 1

dx

+ C = In >/2х + 1 - 1

yj2x +1  + 1
+ C.i

Example 4.15. Find f------
J ex + 1

r dx□ ------ =
ex + 1

t = ex + 1 

dt  =

7 dt dtdx = — = -----
t - 1

j- dt  +  .  dt
t ( t - 1) J f ( f - l )  ■* t  +  -* t - l

= —In |t| + j”—|—j-^ = -ln |t| + ln |t- l | + C = In 1 -
ex +1

+ C.i

Integration by parts

Let u(x) and v(x) be continuously differentiable functions that means w'(x) 
and v'(x) exist and w'(x), v'(x) are themselves continuous functions. Then,

(w(x)v(x)) = m' ( x ) v ( x )  +  m ( x ) v ' ( x ) .

Integrating both sides with respect to i ,w e  get



J ( m ( x ) v ( x ) )  dx  =  J m' ( x ) v ( x ) c&c +  | м ( х ) у ' ( х ) й6с .

Taking into consideration that J ( m ( x ) v ( x ) )  dx  is m ( x ) v ( x )  up to a constant and 
d u^x) = u '(x )d x  , we have m ( x ) v ( x )  = | г ( х ) й?м ( х )  +  | м ( х )с/у ( х )  or shortly

and finally
mv = ^vdu + ^udv 

judv = uv -  §vdu. (4.2)

We derived the formula for integration by parts. This formula expresses one 
integral judv  in terms of another integral J v du . Making a proper choice of и and v
the second integral may be easier to evaluate than the first one.

The strategy of calculation includes the following steps. A given integrand is 
represented as a product of two functions, one of which is taken for и and the other 
one is chosen as dv . Then we find du = u'dx and v = jVv. We should set a constant
of integration equal to zero. At last, we substitute the result in the right-hand side of 
(4.2) and so complete the routine.

Below there are listed functions which must always be integrated by parts. 
Also there is given the proper choice of и:

1) |Р и(х)агс8тхй6с : M = arcsinx, dv = Pn(x)dx , where Pn{x) is the Mth degree
polynomial.
2) jPw(x)arccosx<ix: : M = arccosx, dv =Pn(x)dx .
3) JPw(x)arctanx<ix: : M = arctanx, dv=Pn(x)dx .
4) JP„(x)arccotx<A: : M = arccotx, dv=Pn(x)dx,

5) jP„(*)ln(* )<A : м = 1п(х), dv =Pn[x)dx .

6) Jxaln(x)dx : for a e R, аФ - l  и = ln(x), dv =xadx .

\Pn(x)eaxdx \ u = Pn(x), dv=eaxdx, a eR , a^O .

8) Ji^(x)cosax:<ix: : u = Pn[x), dv=cosaxdx, a&R, a^O .

9) |Р и(х)8торсй6с : u = Pn{x), dv=mm xdx, a eR , a^O .

10) jPn(x)cixdx : u = Pn(x), dv=axdx, a>0, аф \ .

11) J -c o s A e tA n  je 0* ■ sinbxdx , a,b e R, a ^0, b , either e“* or а
trigonometric function may be chosen as m. In this case integration by parts is 
applied twice. As a result we will receive an equation for the given integral.



Example 4.16. Find J(2x + 3)cos5x<ix.
□ J(2x + 3)cos5x<ix is a sort of the integral in case 8 with 

Pj (x) = 2x + 3, cos ax = cos5x. So, we take 2x + 3 for и and cos 5xdx for dv. Then

J (2x + 3)cos5x<ix =
m = 2x + 3 

dv = cos5 xdx

du = 2 dx
1= J cos5x<ix = —sin5x

—X + ̂  sin5x -  — f sin5xfi6c = + ̂  sin5x -  — • —(-cos5x) + C = — +  ̂sin 5x + — cos 5x + C.
5 5 J 5 5 5V ’  5 25

To evaluate the integrals J cos5x<ix and Jsin5x<A we can apply property 6 or the 
substitution и = 5x. ■

Example 4.17. Find Дзбх5 +ljlnx<ix.
□ We deal with case 5, so

Дзбх5 +ljlnxdx =
и = lnx

dv = (b6x5 + 1  ̂ jdx =>

7 dx du = —  
x

v = Дзбх5 + \^dx =6x6 + x

= lnx • (бх6 + x j - J ^ 6x6 + xj—<ix = lnx-^6x6 

= lnx-(бх6 + x j - x 6- x  + C. ■

+ x |—j"̂ 6x + 1

Example 4.18. Find J(x-l)sin^ d x .

□ According to case 9, we have

и = x -  1 => du = cbc
J(x-l)sin—dx =

dv = sin—dx => v  = ("sin—dx  = - 2cos— о J o  о

= (x — l) - 2cos^ | -  jj - 2cos-^ <A = (2 - 2x)cos^ + 2jcos^<A; =

= (2 -  2x)cos— + 2 • 2sin— + C = (2 -  2x)cos— + 4sin— + C.
2 2 2 2

Example 4.19. Find jVx-lnx<ix.

□ The integrand -s[x • lnx corresponds to case 6 . Thus,



\4 х  ■ Iwcdx =

7 dx 
d u =  —

x
U =  lnX =

dv = -yjxdx v = j yfxdx = j x^2dx = 2

2  3 / 2  r x / 2  2  3 / 4  3 / 2
- x /2lnx —  f— dx = - x /2hvc - - x /2 +C = -  
* 3 J x * ° *

2 з/
lnx — — 

3
+ C.i

Example 4.20. Find Д х 2 + 3 ̂ exdx. 
□ According to case 7, we have

J(x2 +3 jexdx = = (x2 + 3)ex -  je x ■2xdx =
'У

u = x + 3 => du = 2 xdx 

dv = exdx v = J exdx 

The result involves the integral Jex ■ 2xdx that is taken by integration by parts

= (x2 + 3)ex -  [2x-ex -  fe x -2dx^

as well. So, sometimes we have to use integration by parts more than once. 

u = 2x => du = 2 dx 

dv = exdx => v = J exdx -

= (x2 + 3)ex-2 x -e x + 2ex + C = (x2 -2 x  + 5)ex + Ci

Example 4.21. Find J(2x + l)-arctanxdx.
□ We deal with case 3, so

и = arctanx
J (2x + 1) • arctan xdx

du = dx
1 + x2

r/v = (2x + l)<ix=> v = J(2x + l)<A = x2 + x

(x2 + l ) - l  + x

=arctan x • (x2 + x) -  J(x2 + x j • 1 2dx =

р X +  X c

J^ 4 T =J

4  1 +  .

x2+l

x2 x2 +1
fx =

t = X2 +  1

<7/ = 2 xdx
, dt xdx = — 

2

1 r dt . 1, u= x -  arctan x + — — = x -  arctan x + —In\t\ =
2 t 2 11

= x -  arctan x + —In 
2

x2+l + C

= (x2 + x + lj-arctanx-x-—ln̂ x2 + lj + C.



Example 4.22. Find J e2* • cosxdx.

□ In this case we are free in a choice of u . Let u = e2x .

J e2x • cosxdx =

u = e2 x

2 xu = e
dv = cosxdx

du = 2e2 xdx

du = 2e2 xdx 
J cosxdx:v sinx

2x= e • sinx -  2J e2x • sinxdx ■■

dv = sinxdx ^  v = J sinxdx = -cosx
e2x • sinx - 2 (-e2x • cosx-2Je2x •(-cosx —- ^

e2x • sinx + 2e2x • cosx -  4Je2x • cosxdx. 

Denote J e2x • cosxdx as I , then 

I  = e2x • sinx + 2e2x • cosx -  4I >I = -5e2x (sinx + 2cosx) + C .

Exercises

1 . Find J 21-5 xdx

2. Find f 3x 6 dx 
1 + x 

dx
6

3. Find

4. Find

5. Find

6 . Find J

dx
J 2yJx 

J^J 1 + x2dx

J>J x 2 -  4dx
sin (ln x)

dx
x

7. Find J ̂ ^-dx

8 . Find

9. Find

10. Find

x
J x • 3x dx 

J ln2dx 

J x2 cos2xdx

2

„ „ . „ Am + nx)Jm ln x + nx 7
11.Find ^ ------------- dx

x
if m is a student’s number, n is 
the last numeral in a group 
number

2mxdx12. Find I----;-------- , if m is a
J (mx2 + n)m

student’s number, n is the last 
numeral in a group number

13. Find J(x + m)sinnxdx ,
if m is a student’s number, n is 
the last numeral in a group 
number

14.Find J(mx + n)arctan n x d x ,
if m is a student’s number, n is 
the last numeral in a group 
number



Integration of rational functions

Let Pn(x) = a0xn + axxn 1 + ... + an_xx + an and Qm (x) = b0xm + bxxm 1 + ... +
+bm ]x + bm be the n-th degree and the m-th degree polynomials with real coefficients 
respectively.

Theorem 4.1 (The Fundamental Theorem of Algebra)
There are several versions of the theorem. The first one sounds as:
A polynomial with complex coefficients has at least one zero in the set o f 

complex numbers.
The second version states that
A n-th degree polynomial with complex coefficients has exactly n zeros in the 

set o f complex numbers counting repeated roots.
Remark 4.7
The set of real numbers Ж is a subset of the set of complex numbers C. 

Indeed, any real number x can be represented as x + iy, у  = 0. Thus, the theorem 
holds for polynomials with real coefficients as well.

Example 4.23. Factorize the polynomial P3 (x) = x3 -  x2 -  9x + 9.
□ Grouping the first two terms together and the last two terms together than 

factoring the greatest common factor out of each group, we have
/3 (x) = x3 - x 2 -9 x  + 9 = (x3 - x 2) - ( 9 x - 9 )  = x2( x - l ) - 9 ( x - l )  =

= (x - l) (x -3 ) (x  + 3).
Using the obtained factorization the multiplicity of each root can be determined 

as a power of a corresponding factor. For example, the factor (x -1 ) is raised to the
first power, so the given polynomial P3(x) has a root 1 of multiplicity 1. Such a root
is called a simple root. If the multiplicity of a root is greater than 1, the root is called 
a multiple root or repeated root.

Generally, the multiplicity can be defined as follows. Suppose we have a 
polynomial T*(x) with a root x = a that means P(a) = 0. And the &th derivative of
P(x) differs from zero at x = a while its derivatives of order less than к are zero: 

P'(a) = 0,P"(a) = O ,...,^ -1̂ )  = 0 ,Р ^ (я ) ф 0 . Then the multiplicity of the root 
x = a is к . Thus, P3 (x) has 3 simple roots: -3, 1 and З.и

Example 4.24. Factorize the polynomial P3 (x) = x3 -  2x2 + 9x -18 .
□ Following the strategy from the previous example, we get
P3(x) = x3 - 2 x 2 + 9x-18 = (x3 - 2 x2) + (9x -18) = x2(x -2 )  + 9(x -2 )  =

= (x -  2)(x -  3/)(x + 3i) . So P3 (x) has one real root 2 and two complex roots -3i, 3/. ■ 
Remark 4.8
If a polynomial has a complex root a + ib , its complex conjugate a - ib  is also 

a root of the polynomial.



Theorem 4.2
I f  a polynomial is identically equal to zero, then the all o f its coefficients are

zero.
Theorem 4.3
I f  two polynomials are identical to each other then coefficients o f one o f them 

are equal to the corresponding coefficients o f the other one.
Suppose P3(x) = ax3 + bx* 2 + cx + d , <23(x) = x3 -3 x 2 + x - l .  Then

P3 (x) = Q3 (x) implies that a = l,b  = -3 ,c = l ,d  = - \ .

( \ Pn(x )Def: A function R(x)=— is called a rational function or rational
Qm (X)

fraction.
Def. R(x) is a proper fraction if n< m . Otherwise for n > m R{x) is an

improper fraction.
Theorem 4.4

Any rational function p„ W
£?„(*)

proper rational fraction, i. e.

pa a = l  { x ) + m

can be written as a sum o f a polynomial and a

Q m ( x ) Q A x Y
(4.3)

where Ln_m (x) is a polynomial o f degree n-m, s(* )
Q~(x )

is a proper fraction.

The representation (4.3) can be obtained by means of carrying out the long division.
2x3 + x2 - 9Example 4.25. Express — 5----------- in the form (4.3).
x + 2x + 3

□ The numerator 2x3 + x2- 9  is a polynomial of degree 3 (n = 3 ), the 
denominator x2 + 2x + 3 is a polynomial of degree 2 (m = 2 ), i.e. n > m , that means 
2x3 +x 2 - 9  .
x + 2x + 3

is an improper fraction. Carry out the long division:

x + 2x + 3
2x -  3

2x3 + x2 -  9 

2x3 + 4x2 + 6x 
-3x2 - 6 x - 9  
-3x2 -  6 x -  9

0

2 x3 + x2 — 9Thus, —r---------- = 2x -  3. Comparing the result with (4.3) L  (x) = 2x -  3.
x + 2x + 3



2х3 + х2 -  9
Example 4.26. Express-------------- in the form (4.3).

x - l
2 x 3 +  x 2 - 9□ The fraction --------------  is an improper fraction for the same reason,

x — \
n = 3>m = \. Carry out the long division:

_2x3 + x2 -9

2x3 -  2x2
3x2 - 9
3x2 -3 x  

3x-9  
3 x-3

x -  1

2x + 3x + 3

2x +x - 9Hence,--------------
x — 1

S'(x) 6

Ql(x) X - l '

2x2 + 3x + 3 ------- . In the case L2 (x) = 2x2 + 3x + 3,
x - l

Def: x2 + px + q is irreducible, if the corresponding quadratic equation 
x2 + px + q -  0 has no real solutions. In this case the discriminant D = p 2 -  Aq < 0.

Def. : Proper fractions of form A M x+ N  „ ,or --------------- - are called partial
( x - a )  (x2 + /?x + g)

fractions, if к, l e N  , x2 + px + q is irreducible 
Theorem 4.5

^ ( X )  /  4Any proper fraction — whose denominator Qm (xj has the form
Q m ( x )

linear factors quadratic irreducible factors

Qm{x)=b0( x - a 1f  . . . ( x -a rf  -(x2 + p ^  + q ^ 1 ...(x2 + psx + qs f ,
A<0 D,<0

+... + к r + 2 ^/j+. . . ~m.

can be expressed as a finite sum ofpartial fractions:

S(x)

Q m( x )
— + T?2 + ... + ■/?,■5? (4.4)

where l l y  = 1,.., л is a partial fraction o f the form given in the definition.



The representation (4.4) is called the partial fraction decomposition. The 
decomposition (4.4) can be rewritten in the following expanded form:

s  (*) = A  +__Al_
Qm (*) * - a i ( - a ,

k, items kr items

A
■ + ... + •

) (* - a i)
• +.... +- + ... + •

* - a . (* - a r)
• +..

+ ^Mi * + N) ^M 2 * + N2 M li * + Nli
X2 +

------ — + ------ ---------—2 + ... + ------ ------- — -
Pi * + qi (*2 + p, * + q,) (*2 + p, * + q, ) 1

+... +

+ - Ki * + Li
*2 + p *  + qs

■+...+•

li items

K ls* + Nls
(  2 + p * + q

ls items

Remark 4.9
1. All numerator’s coefficients are undetermined real numbers that are needed 

to find.
2. If a given function is an improper fraction then the long division should be 

employed to reduce the problem to integration of a proper fraction.

1.

2.

1
A

* -  a
■d* u = * -  a 

du = d*

Integration of partial fractions

—  = A ln|u| + C = A • ln|* -  a| + C;.

1— A—-d*, k > i: 1— A—-d* = A •!(* -  a) d*A
(* -  a ) (* -  a )

u = * -  a 
du = d*

u - k+i
A 1 u - kdu =A-------

J -k  + i
A

(* -  a )- k+i

-k + 1
+C A

-k + 1 (* -  a)k 1
+ C.

3. 1
M* + N
2* + p* + q

-d* =

u = * + p , du = d*, * = u -  p .
2 2

Complete the square: *2 + p* + q

2 p2where a = q -  —  > 0.
4

p* +—  
2

f
+

2p
q - t  ,V 4

2 2 u + a2.



J-

Ml и -  — + N Mp

2 2 и + a
-du = m \ — —-du + f

J и +a J

+ N
2 2 u +a

-du

—In (// + a2)- 
la  V >

2\ IN -M p  и и + a ) + -------- — arctan —+ C.
la  a

The first integral is found by use of the substitution t = u2 + a2. The second is a 
standard integral. To accomplish integrating we should make the reverse substitution

Pи = x + —:

I MMx + N  ,
—2----------dx = .
x +px + q y j4 q -p

Mx + N

2 IN -M p  lx  + р  _x + x +1) + , arctan , + C.4n(x2 + x + l)
P f t

4. f— —~ — rdx к > 1, /2 < 0. Using the substitution u = x + — the
{x2 + px + q} 2

integral can be converted into a sum:

J Mx + N  „ , , r udu
(x2 + px + q̂ j

-dx = M  |
(и2 + а2)

■+
Mp

II(w2 + ar2)
2 Pk, a =q~ —  .

The first integral can be easily calculated by use of the substitution t = u2 + a2.
To take the second one we should rewrite it as follows:

r \
p du 1 1

\ u 2 -

\ u 2 + a2)k a2 J {u'

If we denote du

[u2+ a2

h  =

N
2 \  2U 1

, du= —  
2 . ~2 \k a2

r du г
J / 2 . 2 \ k~l J i

u du
(u2 + a2) *{и2 + а2^

-  by Ik then we will get the recurrent formula:

C
1

V

Example 4.27. Find J

a

6 dx 
l x  + 3

u2du
(u2 + a2)

(4.5)

□ The function
2x + 3

is a partial fraction (case 1). Then

1
6 dx 

2x + 3
и — lx  + 3 
du = Idx 
, du dx = —

2

= — =31n |w| + C = 31n | x + l,5| +C
2 J и



Example 4.28. Find J 

□ The function

dx
x + 6x + 12x + 8 

1

x + 6x + 12x + 8
can be rewritten as

1

J

x + 6x + 12x + 8 ^x + 2  ̂

So we deal with a partial fraction (case 2). Then

| — ~~~~з = \u = x + 2| = |  u~3du 

2x + 1

3 •

dx r dx . г „ и 3+1

x + 6x + 12x + 8 J (x + 2) 3 + 1
+ c = -

2 (x + 2)
■ + C.

Example 4.29. Find J
□ The function

X +  X +  1

2x + l

dx.

is a partial fraction (case 3), because 2x +1 is a
x + x +1

linear function, x2 + x + 1  is a quadratic irreducible function with the negative 
discriminant D = l2 -  4 = -3.

Two different ways of solving the problem are demonstrated below 
I. Completing the square in the denominator we have

X +  X +  1 —

rjr. r 2x +1  P zxThen —-------- dx = -------
J X + X  + 1 J f  1 

X H—

X + 2x ---- hl r n
\ LJ

+ 1 -

f  1 \ 2 f  l \ 2

J

2x +1

V 3 + —. 
4

-dx =

X H—
V 2 ,

1.

3+ —.
4

u = x + x = u - у 2

du = dx

r2( x - X ) y  r ^ u ^
J u2 + V  J ‘u2 + 2/

t = u2 + -j/z 
dt = luau

cdt lM  — = ln л + C = 
3 t 11

+ C.ln|w2 + y Q  + C = ln|x2 + x +1 

II. Note: (x2 + x + 1) = 2x +1 => (x2 + x + 1) = (2x + \)dx. Then

r(2x + l)<ix: ,.<i(x2 + x + l)
J r2 X r X ] J = In

x~ + x + l  ̂ x + x  + 1 

The first way is more general than the second one.

X2 + X  + 1 + C.



Example 4.30. Find J
x + 5

□ The function

^X +  X +  1^

x + 5

-dx.

(x2 + X + 1̂  
in the denominator first:

is a partial fraction (case 4). Complete the square

x2 + X +1 — *1X + 2x • —h
f  1 Л

+ 1
( 1  Л '  1 >X H—

v 2y 4
Then

J x + 5

^X +  X +  1^

и

■dx = w ~ x + У2  ^  x = u ~ У2
du = dx I

и -  1 / + 5
-<iw =

V  + 3/

f ------ -----~2^М+ — f------ -J /  2 9 / \ 2 0|w + 2 J | m2 + 3.
rdu.

To take the first integral we can use the substitution t = u1 + — and the formula 

(4.5) can be applied for the second one.

I; и rdu =
U2 + 3 /

t = U2 + - 1

dt = 2 udu 
7udu = — 

2

= - [ 4 = - T +c = -  , 1 , / ' +c.  
2 -C  2/ 2(u‘ + % )

®f7— T9 J / 9 '2 >м2 + 3/
rdu = k = 2„ a2 = \ 9 4

2 ’ 3
j* du j*
J ..2 , 3 /  J /

u2du

« 2 + 3/- -’ ( « 2 + 3.

Z =  И

dv

dz = du

udu

v + 3, F
udu

u2 + 3

t = u2 + 
dt = 2ши
г/aw = — 

2
1 f<iif 1

= 2 V = ~ ^

9 f 2 2u—7= arctan—7= +
л/З л/3

+ и F
2 (“2 +X) j2 (“2 +X;

+
Л /  Л

2 2 и и 1 2  и— arctan —7= + — 7---- —tv — 7= arctan —7=
n/3 л/3 2(m2+ % ) V3 V3

/ V

+ C =



, 1  2 и= 6 —F=arctan—̂  + и
л/з 2 |гг +2 + 3/

+ с .

Finally, we have

f * + 5 ^ dx = f -
(x2 + x + 1) |

f

и

+6

м2 + 3/

и

Tdu + — I*   Tdu =  7— -■ 2V +X )  2("2+ 3' ■ +

1 2 и—т= arctan —1= + —T 
V3 V3 2 (m2 + 3/

+ c = -

'4,

1

2 (x + x + 1^
+ 2>/3 arctan 2 У — +

7з

3 2x+1 „
+ —7-г:--------г + С .1

2 ( x 2 + X  + l)

Integration of an arbitrary rational fraction

Algorithm

n W  :1. Define whether a given fraction
Q m ( x )

is a proper fraction or not. If the

given fraction is an improper fraction, it should be represented in the form 
(4.3) applying theorem 4.4:

Ш = ь  { х ) + А А

g . W  ' & .(*)
Otherwise, move on to step 2.

2 . Factorize the denominator <2 OT (x ):

Q m{x ) = b i x - a i t - { x - a r f  -(x2 + p . x  + q . f  ...(x2 + p sx  + q s f ,  

к j + ... + к r + l{ lx+... +1 s ̂  =m,

3. Apply theorem 4.5 to carry out the partial fraction decomposition:

—^-Д- = i?i + R2 +... + Rs,
Q m { x )

where /( ,/' = 1, . ., s is a partial fraction of one of the following forms: 

A u , u .  M x  + N  7 1  ,к 5 к — 1,—,ki, /  ̂ ч/ , / — l,”,n

4. Integrate the obtained partial fractions using the results of cases 1-4.



Example 4.31. Find J 2 x + x
x - 1

-dx.

□ Apply the algorithm to the given fraction 2x3 + x2 - 9  
x - l

1. To reduce the given improper fraction to a proper one we can use the result 
of example 4.26:

2x3 + x2- 9  2 о о 6-=2x + 3x + 3--
x - l

2.-3. The obtained proper fraction

x - l

x - l
is a partial fraction of an appropriate

form.
4. For the final result it’s enough to take the integral

 ̂ 2j f  2x2 + 3x + 3---—
i X 1

Example 4.32. Find f x +x + ̂
J x(x2 + l)

□ Applying the algorithm we have: 

1. To convert the improper fraction

dx = —x3 + 2x2 + 3x -  61n I x - 1 1+C .i 
3

d x .

X +  X +  1 .into a proper one we can group
x(x2 + l)

the first term of the numerator with the second one and leave the last term alone, then 
divide each obtained group by the denominator where we previously remove 
parenthesis:

x3 + x + l (x3 + x) + l x3+x 1 „ 1
= ! + ■

x(x2 + l) x3 + x x3 + x x3 + x X" + X

2. The denominator x3 + x is already factorized as x(x2 + 1).
3. The corresponding partial fraction decomposition has a form:

1

x(x2 + l)
A hdx + N Ax + A + Mx + Nx
x x '+ l X + X

where A,M ,N  are undetermined coefficients. Since two fractions with 
identical denominators are equal their numerators must be equal as well. According 
to theorem 4.3 equality of two polynomials is equivalent to equality of coefficients of 
like powers of x . Equating such coefficients leads us to the system of equations:

A + M  = 0, 
N = 0,
A = l

M  = - 1, 
N = 0,
4̂ = 1

Here we compare the coefficients of x2, x1 and x° sequentially.



J
x + x + 1

x(x2 + 1)
dx = f(l + -  x

x x + 1
dx = x + ln|x| -  J x

x2 + 1
dx

u — x + 1 
du = 2  xdx 

duxdx =
2

■ x + ln x 1 rdu
2 J U  1 1 2

=x + ln x -2 ln | u| + C — x + ln|x| -  ̂  (  +1) + C — x + ln
x

Vx2 + 1

+ C .1

Example 4.33. Find J x4 + 1  

x3 + 1
dx.

□ 1. To transform the improper fraction

we employ the long division:

x + 1  — x + 1So = x + •

x4 + 1 

x3 + 1
(n = 4 > m = 3) to a proper one

x3 + 1 x3 + 1

2. The denominator x3 +1 can be factorized as x3 +1 = (x + 1)(x2 -  x +1).
—x + 1

3. The partial fraction decomposition of — has a form:

■x + 1 -x + 1 A

x 3 + 1

Mx + N
x3 + 1  (x + 1 )(x2 -  x + 1 ) x + 1  x2 -  x + 1

A (x — x + 1 ) + (x + 1)( M̂ x + N )
x3 + 1

Then using the method of undetermined

coefficients described above we form the system

f A + M  = 0,
^ -  A + N  + M  = - 1 , ^  
[ A + N  = 1,

M  = -A fM = -A
N  = 1 -  A ^  I N  = 1 -  A
-  A + (1 -  A )- A = -1, [-3 A = -2,

2  -  2 1

2  2  1 x 4 + 1  о x +
wherefrom A = —, M  = — , N  = —. Finally — = x +— 3 — 1-—r3 -----3-,

3 3 3 x3 +1 x +1 x2 -  x +1

4 . J x4 + 1  (  2  1 1  - 2  x + 1
3 dx = II x + • + —-

x + 1 1 3 x +1 3 x - x  +1
dx = J xdx +

2  f— dx - 1  f 
3* x +1

1 2  x - 1

3 x — x +1
dx u = x + 1 t = x2 -  x + 1

du = dx dt = ( 2  x -  1 )dx



x2 2 rdu 1 rdt x2 2, . . 1, . .— + — I------- I — == — + — ln | u | —  ln 111 + C
2 3 J u 3 J t 2 3 3

x 2 2 1
— + -3-ln | x + 1| - ^ ln | x2 -  x + 1| + C.i

Exercises

1 . Find f f  .
J x3 - 1

2 . xdxFind I—---------- .
J x2 -  4 x -  5

3. Find f / 2x " 3Xdx , .
(x -  1)(x + 2 X

4. Find f 7dx 6 .
(x +1)6

5. Find f 3d* /  .
x+34

6 . Find f (2x + 1X dx 2.
J (x2 + 2x + 5)

7. dx
Find f (x 2 + 1) x 2 + 4) .

8 . , r 5x -  3n -  3m
Find f 2 / \J x -(m  + n)x + mn

numeral in a group number.

dx , if m is a student’s number, n is the last

9. Find f—2 x 2 - --- ----- dx, if m is a student’s number, n is the last
ym + n )x + mn

numeral in a group number.



Method of integration is chosen depending on the form of a given integrand 
function. The methods considered below are based on rationalizing an integrand 
function. Rationalization is carried out by means of substitution. The following cases 
can be distinguished:

1 . Jcos^x-shFxch;.

a) If m = 2k,n = 2l + \, k j  g N , cosx is taken for a new variable t or 
t = cos*.

Example 4.34. Find J cos1 2 x ■ sin3 xd x .

□ |  cos2 x • sin3 x dx = |  cos2 x • sin2 x • sin x dx =
t = cosx,
sin2 x = 1 -  cos2 x = 1 — t2 
dt = sin xdx

= \ t 2( \ - t 2)dt = j ( t 2- t 4) d t = - - -  + C = cos3 X cos5 X + c.

b) If m = 2k + 1, n = 21, k j  e N, sinx is taken for a new variable t or 
t = sin x .

Example 4.35. Find Jcos3 x • sin4 xd x .

□ j* cos3 x • sin4 x dx = J cos2 x -sin4 x- cosx dx =
/ = sinx,
cos2 x = 1 -  sin2 x = 1 — t  
dt = cos xdx

J(l - t 2>j t4dt = ^ t 4- t 6)d t=-—  — + C = cos5 x cos7 x + C.i

c) If m = 2k, n = 21 ,k ,l  e N, the integral is calculated by use of trigonometric 
identities:

. 2 l - c o s 2x 2 l + cos2xsin x = ----------- ; cos x = ------------.
2 2

Example 4.36. Find Jsin23x<ix;.

□ |  sin2 3 xdx 2 „ l - c o s 6xsin 3x = • r l - c o s 6x 7 1 f 7 l r  ,  7-----—— dx = — dx—  cosoxdx =
J 2 2J

1 1 1 . ,  ^  x sin6x ^= —x ------- sin6x + C = ------------ + C.
2 2 6 2 12



Using trigonometric formulas allow to reduce the given integral to the 
integral of a sum or a difference of cosine or sine functions.

sin cue ■ cos Px = ^-[sin(a + P)x + sin(a -  P)x];

sin ax • sin Px = ^-[cos(a -  P)x -  cos(a + P)x];

cosax • cosPx = i[cos(a -  P)x + cos(a + P)x].

Example 4.37. Find Jsin3x-cos5x<ix.

1 1□ |sin3x • cos5xdx = —J(sin(3x + 5x) + sin(Зх -  5х))й?х = —j (sin(8x) -  sin(2x)^dx =

1 1  1 1= — J sin(8x)<ix-—J sin(2x)cfo = cos(8x) -  —cos(2x) + C. ■

(sin— -  sin3— )dx
Example 4.38. Find | ----- --------- -

□ J
( . x . л ' '  sin— sin — 
l  2 2 j

Xcos—
2

Xcos—
2

v r
dx sin: ! ■ 2X1 -s in  —

V_________2
dx

xcos—
2

1 . 2 X 2 XI -  sin — = cos — 
2 2

■J

• X 2 X .sin—cos —dx ,
2 2 г ■ x x l r . cosx----------- -— = sin—cos—ox = — smxax = --------+ C. i

J 2 2 2J 2cos—
2

Example 4.39. Find |s in 2 3x<ix.

□ js in23xdx = sin23x = l -c o s 6x [-—C0S6Xdx = — [ <ix -  — [ cos 6xdx = J 9 9 J 9 J

1 l l . . „ x sin6x= —x ------- sin 6x + C = ------------- h C .
2 2 6 2 12



3. j*R(cosx,sinx)<ix;, where R(-,-) is a rational function of cosx and sinx.

For instance, R(cosx,sinx) = -------- --------- .
3 + sinx + cosx

XThe substitution / = tan — is offered to apply to taking the integral

j*R(cosx,sinx)<ix;. The substitution t = tan^- is called the universal

trigonometric substitution.
Express sinx and cosx in terms of t .

Representing sinx as a fraction sinx
~T~

and using the double angle formula

X Xfor sinx: sinx = 2 sin—cos— and the trigonometric identity

X Xsin2 — + cos2 — = 1 we have

sinx =

_ . X X
2 sin—cos— smx_ 2 2

1 -2 *  2% sin — + cos —
2 2

XDividing by cos2 — results in

sinx = —

f  . X X^
2 sin—cos—

2___ 2 у
:cos x

2 tan—
2

 ̂ . о X 2sin —+ cos —
V

:cos2— tan2 —+ 1
•J

_2 X 

2

xSince t  = tan—, we get 
2

sinx = I t
t 2 + 1

1 - t 2 2
In a similar way, we can get cosx = -------- --. Notice, that dt = -------------- d x . So

l + t

X Xaccording to the substitution t  = tan— and the identity tan2 — + 1  =

2 Xcos — 
2

1 it can be
cos

derived that dx =
2  dt 

t 2 + 1



Then

|  R( sin x, cos x)dx = К 2t l - t \  2 ,
r)------~dt.

\ + t2’\ + t2 1 + t2

As a result we receive the integral of a rational fraction in terms of t . That’s 
why this substitution is known as a rationalizing substitution.

c dx
Example 4.40. Find f-

□ dx
3 + sinx + cosx

Ч :
dt

'  P 2
t Л—

. 2 j

x
t =  t a n —

2

d

3 + sinx + cosx
2 dt

1 + t2

3 н---- у +1 + t2 1 + tz
\ - t 2 I t 2

dt
+ t + 2

f

+ -

(  0 г 0=
l  2 ) l  2 )

= dt 4 :

d 1? +
v 2 j  _

'  P 2 t л—
. 2 j

7  
+  — 

4

dt
1 „

-■t + — ----+ 2
l 4 J 4

r  0+lla t Л—
 ̂ 2 )

r du z  z w  „  z----- — = —̂arctan—̂  + C = —̂
J о 7 Jn Jn Jn

и +

2w
2 7

i \

27
a rc ta n -

t H—
V 2 y + C = —̂arctan-

V7

x 1
t a n — +

V 2 2 у
V7

+c.

f 1Example 4.41. Find ---------- dx .
J 5 + cosx

□ j — l-
5 +  c o s x

-dx =

x

, = 4 2 2 
l~ t2cosx =
i +tdx = ---------d t

l + t2

r  1 2 _ , г  2- Л г 2 ,
=  --------------------------- -d t  =  ---------- -------------7 =  —  ------- dt =

J c 1 - t2 1 + t2 J 5 + 5t2 + l - t 2 J 4t2+65 +--- xl + t2

2 r i 1 / 2  t ^  1
= — ----- 7-dt = — ■ 4 —a r c t a n —  + C = —̂ arctan

4 V  + -  2 '
W i

&
2 x —tan—

V 3 2 y
+ C.

Remark 4.10.
If i?(-sinx,-cosx) = i?(sinx,cosx), it is advisable to apply another 

substitution: t = tanx or t = cotx.
dxExample 4.42. Find J

1 + sin2x

□ Since i?(-sinx,-cosx) =

substitution t = tan x . Thus
l + (-sinxy

= i?(sinx,cosx)we should apply the



/т
dx

+ sin X

/ = tanx, 
* =  dt

1 + f
sm i =

лЯ+ d

dt
l + ?= f \  + f  = f d t  _ f 

J t 2 'l + 2t2 '
1 + -----т

dt

1 +
1 + t2

( Щ
d ̂ y/lt^j = (yj2t^} dt 
= л/2dt

r-(42dt) 1 l 1

= —— --- -7- = —j= —  ----- /-T = —j=arctanv2? + C = —̂ arctan v 2 tan x )
J i + ( ^ )  М + Ш  л  1 ;(V2r)

+ c.

г 1Example 4.43. Find —
J cirri r  •

■dx.

□ 7?(sinx, cosx) = —

sin X-COS X 

1

sm2 x • cos4 x
satisfies the condition:

i?(-sinx,-cosx) = i?(sinx,cosx).

We use the substitution t = tan x and the following trigonometric identities:
1 .2 , 1= cot X +1 = --- —  + 1

sin2x
1

COS X

tan2x

= tan2x + 1 .

Then

f 1 ^  f 1 1 1
I • 2 4 ^  I • 2 2J  s m  X-COS X  J  cm  V m s  r  r n c

■dx =
sin X COS X COS X 

\
<

J

t = tgx 
dt = dx

COS X

-1 Л
= + +l)rit = j f l +  -i- + t2 +1  dt = J ( 2 + t 2 + t2)rit = 2t + -^- + y  + C=2tanx-

1 tan3x
tanx

+ C = 2 tanx -  cotx + tan x + C.

Integration of irrational expressions

If some of terms involved in the numerator or in the denominator of a rational 
function replace with roots of rational fractions including polynomials then the 
obtained function is called an irrational function. For example, the function

/ ( * ) =  1 is an irrational function.
yjx +л/х

In some cases integrals of irrational functions can be converted into integrals of 
rational functions or in other words integrands can rationalized by use of a 
substitution. The following cases can be distinguished:



The integrand r {4x™',y[x^ c a n  be transformed into a rational

function by means of the substitution x = tk, where к is the least common 
multiply of the indexes n,q,..,s (LCM (n,q,..,s)).

Example 4.44. Find f

1□ The integrand involves one square root and one cubic root. So
yfx +yfx

n = 2,q = 3. Then we should use the substitution x = d  as 6 = LCM (2,3).

I dx
yfx + \[x

x  = d , r 6 d d t  r  6 d d t
' , 4 t  ~6

~f (t3 + l ) -k / t"
dx = 6dd t > d + d  J t 2(t +  i) J t + 1 J t + 1

6Г -----------------1— dt = 6
t + 1

=  6
d t2--------+ t — In It + l|
3 2 1 1

+ C =

= 2d -  3 d  + 6t-61n|t + l| + C = 2л/х -3>fx + 6>/x — 6 In|л/х + l| + C . ■

2 . jR ^ j(a x  + b)m ,yj(ax + b)P ,...,^(ax + b)* j dx, a,b = const.

Using the substitution ax + b = d , к = LCM(n,q,..,s) leads the integrand 

R^J(ax + b)m ,%j(ax + b)p ,...,$j(ax + b)1 j to a rational function.

Example 4.45. Find f , .
4 2 x - \ - $ ] 2 x - \

□ Let 2x -1  = d  x = —id +1). Then * j2x-\ = d  and y j2 x -\  = t ,
2

1 ,dx = - -4 t  d t .
2
Let’s eliminate x from the given integral and take the obtained one:

j* dx __ j* 2 ddt j* 2 ddt
4 2 x - l - i j 2 x - l  h 2- t ~ *  t - Г



The last integral contains the improper fraction. We transform the integrand in 
such way:

212 2 (t2- 1) + 1 2
( л

t - 1 t - 1

Г - 1  1
f - 1  + t - l

л ^( r - ix r  + i ) ,  1
t - 1  f - 1

\
=  2 r t o

t + 1+
У l  * _ v

 ̂ ( t2— h t + In I i — II 
2

+ C.

Return to integrating:

r2t2dt c f  1 ,J------ = J 2 1 t + 1  н-------dt = 2
t ~ 1 v t — 1J 

Making the reverse substitution t = ^ J l x - l :

[ , ^  ,------ -=V2jc - 1  + 2 </2jc - 1  + 2 In | V2jc - 1  - 1 1+C7. i
J >/2x - l - ^ 2x - l

Exercises

Find the integrals given below:

1 г cos3 x 1 XA— ^ c h r ,
J s i n  X

2 . [sin4 — ;
J 2

. X  . X3. [sin—sin—dx
J 2 5

4. Jcos3x<ix;;

5. | t g 43x<2r;

4
dx

4 - x 2)3

7

8 . J*sin2xcos3x<ix;.



4.2. DEFINITE INTEGRALS AND THEIR APPLICATIONS

Definition and geometrical interpretation

Consider the problem of calculating the area of a region S in the coordinate 
plane, bounded by vertical lines with x-intercepts a and b, the x-axis and the graph of 
a function /, which is continuous and nonnegative on a closed interval [c/,/>] 
(pic. 4.1).

For convenience we shall refer to S as the region under the graph o f f  from a 
to b. Our goal is to define the area of S. In other words, we wish to calculate the 
i(area under a curve”.

Suppose, the area exists. Let S b be the value of the area. Note, that 
Sba = (b -  a) ■ f 0 if / ( x )  = f 0 = const on [a, b]. It's obvious that this formula is not 
valid to evaluate the area under the curve when /  is an arbitrary function. Let’s 
begin by dividing the interval [a, b] into n subintervals so that 
\a,b\ = [x(),Xj] u  [x,,x2] u ...u  [xn_j,xn]. This can be accomplished by choosing 
numbers x0, x1,x2,...,xn , where a = x0. h = xn and xk] < xk for any к = \.....n . The
set of these points is called a partition of the interval [a, b] into a finite number of 
subintervals. The length of each subinterval [л; ,. x ] is denoted by Axk and 
Ar, = x -  xk_x . Note that xk = xk ] + Axk. On each subinterval we choose an arbitrary 
point Ъ,к e [x^jjX*], k = l,..,n. The product f ( ^ k)-Ark is equal to the area of the 
rectangle of width Axk and height / ( ^ A.). Then, the wished area is approximately 
equal to the following sum:

У * Х / ( у . Д т ; . (4 .6 )
k =1

n

The expression ^ / ( c  ) • tsxk is called the Riemann sum or the integral sum.
k =i



Let d = max Axk, where d is called the diameter of the partition. It is clear that

with decreasing d, the accuracy of calculating the area increases. More rectangles of 
smaller width lead to a better approximation. So we determine the area as a limit of 
integral sums as n —» oo provided that <2 —» 0

5 ‘ = 1и п £ /(5* )-Д ** . (4.7)
(^°) k=\

Example 4.46. Find the area under the curve у  = x2, *6  [0,2].
n

□ Firstly we should form the integral sum Ax*. Let
k =i

&xk=^—^  = -> kk = xk = - - k • Then,n n n
r ( -г \ л s f  4& 2 8 1 2

L f ( i „ ) Axi = L - z r - -  = -T:L k ■

d = ~ , / ( l t ) = f e ) 2 =n
^2кЛ2 4 к2
\ n  J 2 ’

k =1 T n n n
Using the

n

formula
k =1 k =1

^  9 9 9 ,  9 //(/7 + 1) (2/7 + l)^ & 2 = l2 + 22 + 33 +... + /7 2 = —----- LV-------25 we get
k =1

yfc=l

8 /7 (/7 + l)(2/7 + l) 
6

4 и +1 2и + 1
3 / 7  /7

4
3 V

(
2

V

П+ — . 
n)

S 2
0 l im ^ / ( ^ ) A x ,  = h m -

И — x ' n —>oo 4
k = \

( л n л  n
1+ - 2 + —

V n ) V «2

The case o f an arbitrary continuous function. Now we digress from the specific 
task and consider some function / (x ) , which is continuous on [a, b\. Let

oo

) Axk be the corresponding integral sum.
k = l

Def. : If a limit of Riemann sums exists and doesn’t depend on a partition of 
[a, b] and choice of points ^ , it is called the definite integral of / (x) over [a, b] 
and denoted by:

j f ( x ) d x  = I=  lim X / f e ) Лх„
J V 7 n-> CO
a  ( d ^ 0 ) k ~ l

where
b

| / (x)dx  is the definite integral of/  from a do b,

I  -  the value of the definite integral, 
/(x)<7x -  the integrand,



/ (x ) -  the integrand function or the integrand,
a -  the lower limit of integration, 
b -  the upper limit of integration.

Def.  The function /  is called integrable on [a, b], if the definite integral

\ f ( x )d x exists.

Remark 4.11
In this section we only consider integrals of bounded functions over bounded

dx are
x - a

segments -  so-called proper integrals. Integrals like Je Xdx  and j
a  a

examples of improper integrals. They will be observed later.

Geometric interpretation

As it was shown above, the definite integral of a nonnegative function f  is 
equal to the area under the graph of / :

\ f { x ) d x  = Sba.

Example 4.47. Evaluate J V E  - x 2dx .
-4

□ Notice, the wished region whose area should be 
found is upper semicircle with center at (0,0) and radius 4

(pic. 4.2). Indeed, the integrand у  = \ l \6 -  x2 or
x2 + y 2 = 16 . Thus,

)  Vi 6 -  . r  * = Ts;ircle= — E : 471 .1

Connection between integrability, continuity and monotonocity

Proposition 4.3. If / ( x )  is continuous on a closed interval [a,b], then f { x )  is 
integrable on [a,b\.

Continuity ^ ^ 7 = »  Integrability

Proposition 4.4. If / ( x )  is monotonous and bounded on a closed interval 
[a,b\, then / ( x )  is integrable on [a,b].

Monotonocity "T" Boundedness Integrability



[a,b].
Integrability Boundedness

Remark 4.12
If f { x )  isn't bounded on a closed internal [a, b], then f ( x )  isivt integrable on 

[a, b] (in the sense of existence of a definite integral (see the definition given above)) 
Proposition 4.3 and 4.4 are sufficient conditions of integrability / ( x )  on 

[a, b]. Proposition 4.5 can be considered as the necessary condition of integrability 
f ( x )  on [a, А].

Properties of definite integrals

Let functions / (x)and g(x) be integrable on concerned closed intervals. 
Properties listed below can be directly derived from the definition.

a

1. If f ( a )  exists, then J/(x)<ix=0.
a

b  a

2. |  /  (.r) dx  = - 1 /  (.r) d x .
a  b

b b h

3. The linear property: J* (ос/(x) + p g(x))dx  = a  \ f ( x ) d x  + p j g(x )d x ,
a  a  a

where a, P e Ж, a  ф 0,P Ф 0 .
b c  b

4. The additive property: for any a, b, c J / (х)йбс = | / ( х)й6с + J / (х)йбс.
а  а  с

b

5. If f ( x )  = A ,A  = const, then J f [ x ) d x  =A{b - a ) .

Remark 4.13
6

According to property 5, |  dx =
-5

b

6. If f ( x )  > 0 on [a, b], then |/(x )< ix  > 0 .
a

b b

7. If / (x) > g(x) on [с/, A], then j"/(x)<2x> Jg (x )Jx .
a  a  8

8. If / ( x )  is integrable on [a, A], then |/(x ) | is also integrable on [a, A] and

/  ( x ) ~  
a  = -5, A = 6 = 6 — (—5) = 11.



\ \ f ( x ) \ d x >  j/(x )< ix

9. The Mean Value Theorem for definite integrals (MVT). I f  f {x)  is
continuous on [a, b\, then there is a number £ e [#,&], such that

x)dx = f ( £ ) ( b - a ) .

Remark 4.14
The number £, is not necessarily unique (see pic. 4.3).
The MVT has an interesting geometric interpretation, if /(x )> 0  on [a,b].

b

^ f (x )dx  is the area under the graph off  from a to b.

rni

b°u d 16 ri^ lt~'lanc  ̂ Pro<̂ Llct is the area of a rectangular region
e by a horizontal line y  = /(£ ,), the x-axis, and lines x = a and x = b. 
ding to the MVT, the areas of these figures are equal (pic. 4.3).

Fundamental theorem of calculus

Evaluating definite integrals by means of taking a limit 
of the Reimann sum is very complicated for the most part. So 
principally another way of calculating is shown below.

Suppose /  is integrable on a closed interval [a,b], then
x
| / ( / )  dt defines a new function F  of x :
a

x
F (x ) = J / (0  dt,xe[a,b]  (pic. 4.4)



It can be proved that if /is  continuous, F is differentiable and moreover

& { * ) = № ■
Indeed, /' '(x) can be approximated by 
F (x  + /2) -  F(x)

h
where h is enough small and

x  + he  [a ,b ]. F (x  + h )  -  F(x) is approximately equal to
the area the rectangle with width h and height / (x) (see pic. 4.5). Thus,

d  w  ч ч F ( x  + h ) - F ( x )  h f ( x ) , 4
— F ( x )  = F (x) = hm— ------ ------—  = hm— —  = f i x ) .d x ^   ̂ ' ĥ o h ĥ o h v y

Fundamental Theorem of Calculus, Part I.

I f f  is co n tin u o u s on [a, b], then  F(x) = j*/(V) d t, x  e \a ,b ]  is co n tin u o u s  on
a

[a, b] a n d  d iffe ren tia b le  on ( a , b )  a n d

F \ x ) = 4 ~ [ ] f { t ) d t  = f ( x )-

Fundamental Theorem of Calculus, Part II.
I f  f  is continuous on [a, b] and F(x)  is any antiderivative o f f  on [a, b], then

и

| /(х)йбс = F(x) = F (b ) -F (a ) .

This formula is called the Newton-Leibniz formula.

We indicate three ways o f calculating the definite integrals:
-  by the limit of Riemann sums,
-  by the geometric sense of the integral,
-  by the Newton-Leibniz formula.
For example 4.46 the area under the graph of x2 from 0 to 2 found above as 

the limit of the Reimann sum can be also calculated as follows:

S 2
0 T

(f
3

8
3 '

Hence, x2 is an integrable function on [0; 2].
4/1 л

dx.
x“ J

4 /  1
Example 4.48. Find П — + Vx



□ According to property 3 and the Newton-Leibniz formula,

j l - ^  + л/х <A = J(x 2 + x1/2)dh =^x 2dx + ^x^2dx = ——Уг, + ■

2+ —xA

3 14 9 + 56 65 5
~ 4 + 3 ~ 12 _ 12 _ Ь 12

. , } /l + cos(2x) , 
Example 4.49. Find I A|---------— -dx.

□ Since
l + cos(2x) 2
-------- -— - = cos x , we get

2

f  )1 + cos( 2x) _ fJ dx = jVcos^x dx = ||cos x| dx.

C pcosx, i f  xe 0 —

< 2_L-cosx, i f  x e 71■—,71|_2 J
Taking into consideration the fact that Icosxl =

Я /:2 It ,
j*|cosx|dh= |cosx<A+ |(-cosx)<A  = sinx|^ -s in x |^  = l + l = 2.i
0 0 ?2

Example 4.50. Find j / (x )< A ,if  У(-^) = + 3jc if x e  -1 2 ]^ ’

□ The given function /  is a piecewise-defined function, whose graph is shown 
in pic. 4.6.

Function f i x )  is continuous on [-5,2]. Indeed, -1 and 2 + 3x are continuous 
on [-5,-1) and (-1,2] respectively as basic elementary functions. Further, let’s



examine f i x )  for continuity at x = - l .  The left-hand limit lim / ( x )  = - 1 , the
'  '  x -» -1-0 v /

right-hand limit lim / ( x )  = - l  and moreover / ( - l )  = - l .  Thus, being based on

the approach applied in the previous example,
Z — 1 Z

|  f ( x )d x=  |  (-1 }dx+ J(2  + 3x)dh; = ( - l ) ( - l - ( - 5 ) ) +
-i

2x + 3x2 Л

f
= -4 + 2-2 +

V

3-2
2
2n

2 (-1) +
3 (-l) 2 \

/

,  1 Л  1 1 3= -4 + 10 + — = — ,i 
2 2

P cosx, if x e Г-7г; 0],
Example 4.51. Find \ f ( x ) d x , \ i  /(x )  = <̂

_V [sinx, if xe(0; 2тг].
□ The given function / (x) is a piecewise-defined function. It is continuous 

at every point in segment [-тг; 2тг] except x = 0, because/(0)=1*/(0  + 0) = 
= lim^sinx = 0 . Function /  (x) has a jump discontinuity at x = 0.

To take the integral we should represent it as a sum of two integrals over 
[-щ 0] and (0; 2 t z ]  :

2n 0 2ti

J f{x)dx=  J cosx<ix+ J sinx<ix: = sinx|^ + (-cosx)l^71 =

= (sinO -  sin(— 7i)) -  (cos2n -  cosO) = (0 -  0) -  (1 -1) = 0. i

Integration by substitution

Proposition 4.6. Suppose t = i|/(x) has continuous derivative i|/(x) on [a, (3], 
/  (t) is a continuous function on [a,b], where V|/(a) = a, i|/(P) = b . Then

P ь
\ f ( v ( x ) ) - \ y ,(x)dx = \ f { t )d t .  (4 .8)
a  a

This method is called integration by substitution for the definite integral.
i

Example 4.52. Find ^ x - ( 2 -  x2)5 dx.
0

□ Since d { 2 - x 2  ̂= -2xdx , let t = \f/(x) = 2 - x 2. Changing variable of
integration implies changing limits of integration. Thus, the new lower limit of 
integration a = \|/(0) = 2 - 0 2 = 2, the new upper limit of integration
b = v|/(l) = 2 - 12 = 1. Then



jx(2 - x 2)5dx =

t = 2 - x2 
dt = -2  xdx
xdx = — dt
a = 0 =^a = 2 
P = 1=>6 = 1

= \ t5( - - d t )  = - - l t 5dt = - \ t 5dt = - -  —
J 2 J 2 i  2\  2 6

т г ( 2‘ - 1б)=
6 4 - l_ 6 3 _ 2 1  

12v 7 12 ~12 ~ 4
Note, that we have to apply property 2 because the new upper limit of integration is 
less the new lower limit: a = 2 > b = \ .u

ln3 e3*Г e-Example 4.53. Find J -----—dx.

□ To take the integral we should make the substitution t = l + e3x because the 
expression for dt = 3e3xdx is involved in the integrand up to a constant.

ln3 e3x
h + e3 x

dx =

t = l + e3x 
dt = 3 e3xdx 

dteixdx = —3
a  = 0=>ar = 2 
P = ln3=>h = 28

2\d t  1, . = — = —In 
J 31 3

28

= ̂ -(ln 28 -  ln 2) = ̂ hi 14.

dxс иExample 4.54. Find — j=— „ .
1 2 y[x(x + c2)

^  that is dyfx, so we can take sfx for the new□ The integrand contains 

variable of integration t . Then
2  y fx

c

1
dx

l 2>fx(x + c2)

= л/х
dt = dx 

2 yfx
a = 0=>a = 0 
fi = c2 =>b = c

л *■

dt t9 9 = -arctan-
+ c c c

I f  с Л— arctang— arctanO
c \  c )

к
4c

Integration by parts

Proposition 4.7. Let u(x) and v(x) be functions with continuous derivatives 
on a closed interval [a,b] . Then

fu-dv = u -v [ - f v -d u .
a a

This method is called integration by parts for the definite integral.

(4.9)



1
Example 4.55. Find Jx-cosxtA.

□ According to case 8 with и = x, dv =cos xdx (see subsection “integration by 
parts” for the indefinite integral), we have

j*x-cosx<ix = u = x=> du = dx
dv = cos xdx => v = |  cos xdx = sinx

Я

я 2

= x • sinx|2 - 1sin xdx =

T Z . T Z  £  Я П л 7 1 != — Sin-----0 + COSX 2 = — + cos— cosO = —  1. ■
2 2 lo 2 2 2

i
Example 4.56. Find J (4ex -  5)xdx.

о
□ The integrand (4ex -  5)x corresponds to case 7 with и = x, dv =(4ex -  5}dx 

(see subsection “integration by parts” for the indefinite integral), so applying (4.9)

r i rj  (4ex -  5)xdx = x(4ex -  5x) -  j  (4ex -  5x)dx = (4e -  5) -  0 -  
о 0

= 4e -  5 -  (4e -  2,5) + (4 -  0) = 1,5. ■
Я

Example 4.57. Find Jx2 sinx<A.
о

□ Unlike the previous example, the formula (4.9) should be applied 
consecutively twice.

'  x2^4ex -  5 ----
2

я

Jx2 sin xdx = и = x du = 2 xdx
dv = sin xdx v = |sinxdh = -cosx

A

= x2 (-  cos x)|” -  J2x(- cos x)dx

Я

= n 2 + 0 + 2jxcosx<ix; =
о

я

- Jsinxdx) = я2 + 2 (0 -0  + cosxp= ^2 + 2 ( - l - l )  = t z 2  - 4 . и
0

U = X...........du = dx
dv = cos xdx => v = |  cos xdx = sin x = 7Г2 + 2(xsin 1Я

lo

Integration of even and odd functions over intervals with symmetry
with respect to the origin

Suppose, /  is an integrable function on [—/,/] .
If / (-x) = -  f  (x), i.e. /  is an odd function, then it is easy to prove that

i
|  / (x)dx = 0, / e R.
-i



ю I 
а

L l
|  / { x ) d x  = 2 • |/(х)йбс, l  e R .
-i

%
2

Example 4.58. Find J sin3 xg6c .
71

~2
□ There are two ways of taking the integral:

7Г 711) Note,
2 2

sin3(-x) = -sin3(x ). Then

is a symmetric interval, sin x is an odd function:

|  sin3 xdx = 0.
_ n

2

2) Using the trigonometric functions integrating method, we have
n n n n
2 2 2 2

|  sinъ xdx = |  sin2x-sinx<ix; = -J* (1 -  cos2 x)-<icosx = J  (cos2 x-l)-< i cosx =

(cosx)3 -cosx
У 10

cos
V L J J cos f  71̂

V z  /

/  У ^лл3
cos

v 2 j j -cos '  71̂
V z /

f  n) r 71 ̂cos — = cos —

1 2 J U J
= 0.1

10

Example 4.59. Find j* cos nxdx, n e  Z , n ^ 0 .
-1 0

□ The closed interval [-10; 10] is a symmetric interval, cos их is an even 
function: cos ( h ( - x ) )  = cosnx. Then

10 10 

|  cos nxdx = 2 • |  cos nxdx = 2 smnx
n

10
2sinl0n Q_2sinl0n

n n



2.

3.

4.

5.

6.

8
Find J(V2 + Vх j dx .

0

Find I 1 + d x .2

Find I xdx
x + 3x + 2

Find |  xVx2 -16dx .
4

3

Find |  arctan x d x .
0
n

Find |  x sin x cos xdx .
-n

7. Find |
0
3

8. Find |

dx
x2 + 4 x + 5

dx .
3x + x

3

9. Find |x>/9 -  x2 dx .
-3
3n

2

10. Find |  sin4 xcos3 xdx.

Applications to geometry

Using the definite integral we can find:
-  areas of plane figures,
-  arc lengths of plane and space curves,
-  volumes of solids of revolution.

Areas of plane figures

1) Explicit boundary equations. Let f 1(x), f 2(x) be continuous on [a;b] and
fx(x) < f 2(x) (see pic. 4.7).

Then the area between two curves is equal to S :

S = | ( Л ( x) -  f 1(x)) d .
a



Example 4.60. Find the area of the region between the parabola y = 2 x - x 2 
and the straight line у  = - x .

□ Graph these functions first and then find the intersection points (see pic.
4.8).

f v = 2x -  x"t y = ~x; => -  x = 2x -  x2 => x2 -  3x = 0 x = 0, 
jc =  3 .

The equation у  = - x  describes the bisectrix of the second and the fourth 
coordinate quadrants while y = 2 x - x 2 is an equation of opening up parabola whose

у 2
vertex is located at the point with coordinates: xv = ----  —  = 1, v, = 2-1 - (1 ) \  In

- ( 1)
addition to this analyses we can find points where the parabola intersects the x -  axis 
(x-intercepts):

f v = 2x -  x2,
\y = 0; 2 x -  x2 =0

x = 0, 
x = 2.

b
Applying the formula S = J ( / 2(x )- ./ j(x ))A \ we get

a
j j

S = J(2x -  x2 -  {-x))dx = J(3x -  x2 )dx = f 3 2 хзЛ—x ----
v2 3

3 =  =  
0 2

27-18 9 ,
-------- = — = 4,5.i

2 2

Example 4.61. Find the area of the region between the parabola у  = 4x -  x2and 
the x-axis.

□ First of all draw the graph of the function y = 4 x ~ x 2 and find points at 
which the parabola intersects the x-axis:

$ Z o* ~ x2’^ 4x - x2=o
x = 0, 
x = 4.

The region whose area we wish to find is given in pic. 4.9.



о

Then
Pic. 4.9

S
4 гЛ
f(4x-  x2\dx = 2л2-  —J V )
0 3 j

4 = 3 2 - — = — .
О 3 3

2) Boundary equations given parametrically. Let the region be bounded 
by a curve given by i  = x(t), у  = y(t), t0 < t < tx, two lines x = a ,x  = b and the 
x-axis. Then the area under the parametric curve is equal

h
S = |  y(t) x\t)dt, y(t) > 0.

where x(t0) = a, х(^) = b .
Example 4.62. Find the area of the region bounded by the ellipse: x = a cost, 

y = bs int ,a>0,  b > 0 .
□ Taking into account symmetry of the region about coordinate axis we can 

evaluate a quarter of the area we want to find and then multiply the result by 4 (see 
pic. 4.10):

h
^bsm.t(acost)'dt

To define limits of integration we solve equations:
71x = 0 <» a cost = 0=>fn = —.

0 2
x = a <=> a cost = a=>tx= 0. 

Substituting the limits of integration, we get



J  0  л/2 л/ 2 71/2

—5 = J &sin/(flrcos/)'c// = - a b  j* sin/( - sint ) d t  = a h  |  sin2/с// = a b  J
 ̂ л 2 0 0 o

1 -cos2 /
d t

ab , 1 . _ 4= — (/— sin 2/) 
2 2

71/2 <//>
° “ T

— -  —sin(2 • —)
2 2 2 у

- 0  =
7Ш&

The area of entire region is equal to S = nab. я

Example 4.63. Find the area of the region bounded by the v-axes and one arc 
of the cycloid x = a(t -  sin t) , у = a( 1 -  cost).

□ Let the interval of changing t be [0;2л] that corresponds to one arc of the 
cycloid (see pic. 4.11).

Then
2 л2 л  2 л  2 л

S = | a{\ -cos t){a{t-sin/)) d t j a (\ -cos t )a (\  - c o s l)dt = a2 J(l-2 co s/ + cos2/)<i/
о

22r(  l + cos2/^ 22f f3  1= a I 1 — 2cos/ + ----------  dt = a I I — 2cos/ + — cos2/
о V 2  у  о v  2  2

dt =

f
= a 1 x

—t -  2 sin / + — sin 2/ 
2 4

2л f  ■
= a '

1 X
—2л -  2 sin 2 л + —sin 4л -  0 
2 4 у

Зпа2.

3) Boundary equations in polar coordinates. In polar coordinates a curve is 
represented by an equation r = r(cp), a  < cp < p .

Part of the plane enclosed between two rays cp = a, cp = (3 and an arc of the 
curve r(cp), is called a curvilinear sector (see pic. 4.12).

У =  г(ф)

Pic. 4.12

The area S of the curvilinear sector is equal to

1 p
S = ~  J r2(cp)c/cp.



Example 4.64. Find the area of the region enclosed inside the cardioid 
r = a(\ + coscp),<y > 0.

□ The cardioid has symmetry about the polar axis as 
r(-cp) = <7̂1 + cos(-cp)) = <2(1 + coscp) = r(cp). The x-axes plays the role of the polar

axis. So it’s worthwhile to calculate one half of the desired area: —S , where
2

0 < cp < n (see pic. 4.13).

Pic. 4.13
j  I л к
—S = —[<72(1 +coscp)2<icp̂ > S = a2 f(l + 2cos(p + cos2cp)c/q) = 
2 2 J J

l + COS2(p̂  , 2 гГ 3 _ 1 _ ^
=  <2 J l  +  2cOS(p + ----------------  <7ф =<7 J — +2coscp + — cos2cp <7ф =

= a '3 0 . 1 '
—cp + 2smcp + —sm2cp 
2 4

f  ■

= a 1 .—я + 2 sin л + — sin 2 л - 0
v2 4

у

 ̂ 3 na2

Г ~

Arc lengths of plane curves

1) Let a plane curve L be represented parametrically:
i.

te  [?0,h ]5 x (t) and y{t) can be considered as coordinates of the radius vector of a
point lying on the curve (pic. 4.14, 
representation: r(t) = (x(/),y(7)) .

a). It implies vector form of the curve

Pic. 4.14



Denote arc length of the curve as / , then infinitesimal element of arc length is

d l . Further let’s find a derivative — . By the definition of a derivative we have
dt

— = lim —  . Moreover, А/ is approximately equal to |Ar| for enough small At (see 
dt Д*-»° At 1 1

Al \Ar\ \f(t + At)-r ( t ) \  _ . . . .
pic.4.14, b). So lim —  = limJ— - = limJ------------------L,where Ar = r(t + At )-r( t )  =At *-*> At At V / V /

= (x(i + Ai)-x(V),y(i + A i)-y ( i))7 = (Ax,Ay)r . As we know the length |a| of a 

vector a = (<al,a2)T can be evaluated as yjaf + a2 .

Summarizing the above we get

— =km ^-AX +A>; = lim, 
dt At a/->o

( — )
2

1 '  dx'' 2

v A t ,
+

v At y A Kdt y
+

Kdt у

dl =
2

Kdt у
+

Kdt у
dt

It’s obvious that / = j d l . More precisely we come to

l = f j r dx' 2
+( d £

J v Kdt у Kdt у
d t . (4.10)

2) Let a plane curve L be represented by у = / ( x ) ,  a < x < b . If we add
the equation x = x to the given equation and treat x as a parameter then applying the 
formula we have

(4.11)

3) Let a plane curve L be given in polar coordinates: r = r(cp), a  < cp < P . 
Then taking r(cp)coscp and r(cp)sincp for x and у  respectively and considering cp 
as a parameter lead us to

p

a
r2 +

f

V

dr^
d<y

d<y. (4.12)



Example 4.65. Find arc length of the curve described by y 2 = x3 between the 

f  4 8>/зЛorigin 0(0,0) and A
3 9 J

□ The considered curve segment is located on the first coordinate quarter and
, v  . . 3 /  4

represented by the equation y = / ( x )  = x/2 . Since f ' (x)  = —x/2 and 0 < x < —,

applying the formula (44 l) we have
4 /

+ '3— X7̂ dx= f J l  + — xdx = —  
4 27

1 н— x 
4

= — (4^  - i | = —  
27 V / 2 7

Volumes of solids of revolution

Suppose, a continuous function у = / ( x )  is defined on \a,b] and keeps its sign 
on it. The problem is to find the volume Vx of a solid obtained by revolving a figure 
bounded by the graph of / ( x ) , x = a,x = b,y = 0 about the x -axis (see pic. 4.15).

To get the answer the same approach as we applied when observing a concept 
of the definite integral is considered. Divide the interval \a,b\ into n subintervals:
[ r y x J ^ X p .x y ] , . . ,^ '^ and take a point g, in each subinterval [x ,x +l], / = 1,2,..,//. 

Then form a cylinder whose height Axt =хг+1 - .r  and base radius ./ (s,)- 4s volume
n

is Tcf2 ( )  Ax;.. So we can take ^ 7 i/ '2(gJ Ахг for the approximation of the desired
2 = 1

volume Kv. Note, that the smaller intervals we choose the better approximation we 
have. Thus,

1 л = Лх/ = n J f 2 {x)dx • (4-13)
(maxAx,—>0) a



Example 4.66. Find the volume of a solid obtained by revolving the plane 
region bounded by у = ex, у = 0, x = 0, x = 1 about the x -axis.

□ By the formula (4.13)
1

Vx = л dx = n — e -2x
v e )

Exercises
1. Find the area of the plane region bounded by

2 1a) y = x ,y = ~,  x = 3,y = 0.
x

b) y = x2,y = —,y  = 4. The region is located in the first quarter.
x

c) У = 4 - x 2,y = x2 -2 x  .
d) y = lnx,y = ln(x + l),y  = l,y = - l .

2. Find the area of region whose boundary is described by the parametric

equations j* ^  an<̂  T =  ̂ (T ^ 5).

3. Find the area of region whose boundary is represented by the parametric 

equations

4. Find the area of the region with boundary given in polar coordinates 
r = 5coscp.

5. Find the area of the region with boundary given in polar coordinates 
r = yj3 sin cp.

6. Find the area of the region with boundary given in polar coordinates
7Гr = coscp, r = sincp, 0 < cp < —.

7. Find arc length of the curves described by

a) r = 2cp, 0<cp<-j;

b) У = 4 - x 2, x = -2,x = 2;
c) у = In x, x = л/з, x = V8;
d) x = t -s in t ,y  = \-cost ,0 < t  <2k .

8. Find the volume of solids obtained by revolving the plane regions bounded 
by:
a) у = x2, y2 = x ;

кb) у = cos2x, у = 0,x = 0, x = —



4.3. IMPROPER INTEGRALS

Def.. Suppose, f ( x )  defined on [a,+ co) is integrable on every closed interval 
[a,q], contained in [a,+ со).

Then the quantity
+co T)

|/(x )< ix =  lim

if this limit exists, is called an improper integral of the function f ( x )  over the 
interval [a,+ со).

If this limit exists and equals a finite constant it is said that the improper 
integral converges and diverges otherwise.

Example 4.67. Consider the following integrals:

□ The first integral can be interpreted as an improper integral while the second 
one is a proper integral. Similarly to a proper integral an improper integral is equal to 
the area under a curve. But despite the case when the integral of a bounded function 
over a bounded interval (pic, 4.1) can be taken a plane region whose area is 
calculated by an improper integral is always infinite (pic, 4.16, a).

Pic. 4.16

г и хThe problem is to identify whether —  converges or diverges. Applying the
•j x

definition, we get

f —  = lim f— = lim (1п|хГ)= lim (lnq) = со.
J  V r|-H-°oJ у  il^+oo \  1 /  Г|^+да !



+00  7 г ихSince the limit is infinite the improper integral — diverges. Calculations
i x

under the limit sign are carried out by means of the Newton-Leibniz formula as the 
integral transforms into a proper integral. ■

Some variations of the integral 

interval [a,+ °o), exist.

+co

j"/(x)<A, where f ( x )  is bounded on the
a

и и
1. |  / (x)c/v = bin | / (x)dx

where / (x) is bounded on the interval ( - с о , 6], but the region is unbounded, because 
the left endpoint is infinite (pic. 4.17).

+ 0 0  c  +oo

2. J /(*)<& = J f ( x ) dx  + J f (x )d x  ,
—со —со c

where f ( x )  is bounded on ( - o o , + o o ) . In the considered case it can be identified two 
special points: - o o , +  o o .  Dealing with similar cases the given integral should be 
represented as a sum of two improper integrals with only one special point. Notice, 
the integral on the left hand side of the equality converges if and only if both integrals 
on the right hand side converge simultaneously. 
All of the given integrals are called improper integrals o f the first kind.

Example 4.68. Investigate the values of p for which the integral converges.

[ —  , where p  is a constant, р > 0 , р ф 1 .
J yP

□ According to the definition, we have



+со

fi
dx dx x1 p—  = Inn------

XP ’l ^ +:c 1 -  p

Л

1
The problem of evaluating the limit can be separated into two problems depending on 
values of p .

11 (A-p
If p  > 1 lim ------ = lim

l +̂CC ] _  p T|->+CC

the integral converges.
d-p

If 0 < p  < 1 lim

1 1 1
p - 1 p  — 1 ц p- 1

1
P - 1

. Since the limit is a constant

= lim
T ) - H - c o

4 -
л-»+°° 1 -  p

Thus we has proved that
1 -  p  1 -  p

= да . Hence the integral diverges.

+ c o

1i

fconverges, if p > 1, 
[diverges, if 0 < p < 1

Def.\ Suppose, f { x )  defined on an inteiwal \a,b) is integrable on any closed 
interval \a,rj] c= \ci,b]. It is assumed that the right endpoint b is a constant.
The quantity

b b - 5

J / (x)dx = lim J f { x ) d x ,

if the limit exists, is called an improper integral of /  (x) over the interval \a,b). 
The essence of this definition is that in any neighborhood of b the function f ( x )  
may happen to be unbounded (pic. 4.18).

b
Consider some variations of the improper integral J /  (x)dx :

a



о и
1. j* /  (x)dx = lim |  / (.r)c/.r,

a a+6

where a is a constant, f ( x )  may be unbounded (pic. 4.19).

b c b
2. J/(x)< ir = J f'[x)dx; + | / ( х)й6с, where a,b are constant. In this case, the

a a c
additive property is used. Both integrals have only one special point, and f { x )  may 
be unbounded in a neighborhood of c, where c is an interior point of the interval 
[a,b].

All of the considered integrals contained in the second group are called 
improper integrals o f the second kind.

Example 4.69. Investigate values of the parameter p  for which the integral
r dx

— 7 converges.
J  YP 
о л

□ Consider the case when p  = 1. The limits of integration are constant, but 

f i x )  is unbounded near 0 since lim — = +oo. So the integral of the second kind is■ v ’ x—»+o д'-
con cerned.

f—  = lim f—  = lim (ln(x)l') = lim (-ln(S)) = ooJ X 8->+oJ X' 5-̂ +0 \ 6/ 6-»+0 v n0 6

Hence, if p  =  1, f —  is convergent.J yP 0 A
Now let p > 0, p ф 1 .

r dx ,jm ( х'-р
l Л

J y p

о л
- 11111 1

й̂ +oJ x p 0
— 111116->+0[ l - p

4



If 0 < p  < 1 , lim8-и-О
1 -p

1 - p

1 \
lim8̂ +0

:i-p Л

1 -  p  1 -  p 1 - P
• <  00 .

1* dxThus if 0 < p  < 1, —  is convergent.
i xp

f
If p>  1 , lim6̂ +0

xi-p

1 - P

i \
= lim

8 -^ + 0

f

\

1
( p - \ ) x p~l

l \
= lim6̂ +0 + -

( / 7 - 1 )  ( р - 1 ) Ь Р~1

Thus if p > 1, f—  is divergent.
{ xp

c 7 Л  [diverges, if p  >1,
So we proved that —  = <̂

\ xp I conveges, if 0 < p  < 1.

Properties of improper integrals

1. Suppose, f ix ' )  and g(x) are functions defined on [ат,со) and integrable on 
every closed interval [a,r|] c= [a,со), where со may be a constant or infinity.

co CO

Moreover assume the improper integrals J f {x )dx  and Jg(x)c/x converge. Then, for
a a

CO

any real constants the improper integral J (^ i/(x )  + A,2g(x))<ah converges and
a

CO CO CO

J(A-j/ ( x) + X2gix))dx = / (x)cs6c + ^ 2j*gix)dx.
a a a

The expression ^1/ ( x )  + ^2g(x) is called a linear combination of / ( x )  and g(x). 
Thus, the improper integral of a linear combination of / ( x )  and g(x) is the linear 
combination of improper integrals of the considered functions.

2. If cp(t) is a smooth strictly monotonic function on At = [a,(3] with
cp(a) = a, limcp(t) = cd and cp(A,) c= Ax, Ax = [<2,co) ( the range of cp is a subset o f ), 

where co may be a constant or infinity, then

CO P

j* /(x)c/x = j*/(cp(t))cf/(t)cA.
a a

This formula defines the rule for integration by substitution for improper integrals.



3. If и(х) and v(x) are continuous on [a,to) where to may be a constant or 
infinity, and u'(x) and v'(x) are piecewise continuous functions on every closed 
interval [tf,r|]c [ат,со) then

co CO

|udv = и • v|“ - 1vdu.
a a

The formula is referred to as the rule of integration by parts for improper integrals.
co co

Note, the integrals J udv and J vdu are defined in the improper sense, и ■ v|“ can be
a a

interpreted as u-v |“ = lim(w(r|)v(r|)- и(а)г(йг)).
T|—K0

c dxExample 4.70. Find the integral ------ or verify its divergence.
'  xlnx

□ Apparently, the integral is an improper integral of the first kind because of 

boundedness of the integrand function / ( * )  = — — and infinite interval of 

integration [2,+ oo). Then
xlnx

+co 7 r|

J r l n  V  T1—>+CO v

r dx
x\nx  ^ J ,x lm

dxNote, d\nx  = — . Then let t = lnx , we get
x

4
lim f-

П —H - c o  J

dx
4̂ +™J2 x\nx

t = lnx,
7 dx dt = —

x = 2=> t = In2 
X = T|=>t = lnr|

1пг|

= lim f — = lim ln |? |p  = +°o .
T|—>+co J   ̂ r|—>+x ' Hln 2

In 2

i-cu

Hence, f ------ is divergent.
xlnx

Example 4.71. Find the integral J xe Xdx or verify its divergence
о

+CO

□ The integral J xe~xdx is an improper integral of the first kind. Consequently,

according to the definition
-t-cu T|

f xe~xdx = lim f xe~xd x .» T|—̂-+co J



Т|
The integral jxe~xdx is a proper integral (definite integral) that can be taken by

о
means of the method of integration by parts. Then taking x for и and e~xdx for dv 
we have

xe Xdx 11 = x du = dx 
dv = e~xdx v = f e~xdx

f Г) ^
= lim -xe~x 11 + f e~xdxT|—̂Tco 0 J\ 0 J

= lim (-
Tl-̂ +co \

-xe -  e :)
2
e

To calculate the limit lim Л
Tl-̂ +CC £> ’I the L’Hopital’s rule can be used:

lim —
Tl-̂ -Kc £>

= lim — = 0. ■
TJ— Q  ’I

In most cases it is not necessary to know an exact value of an integral. We just 
focus on the fact of convergence or divergence of a considered integral.

For this reason, the following theorem can be applied
Theorem (Comparison Theorem). Suppose, / ( x )  and g(x) are defined on 

[a,со) and integrable on every closed interval [ar,r|] <= [a,со).
Then if  0 < / (x) < g(x) on [a,со)

CO CO

1. Convergence o f j*g(x)dx implies convergence o f j*/ (x)dx.

CO CO

2. Divergence o f j* f ( x ) dx  implies divergence o f j*g[x)dx .

Corollary. Suppose, / ( x )  and g(x) are defined on [a,со) and integrable on 
every closed interval \a,v\\ c= [a,со). Moreover 0 < /(x )< g (x )  on [a,со) and

f ( x )
g(x) Ф 0 Vx e \a,со), lim J ; ! = к exists.

^ g ( x )
Then

CO

1. Convergence o f J g{x)dx provided that 0<k<co implies convergence o f

| f (x)dx.



со

2. Divergence o f Jg(x)<ix provided that 0<k<co implies divergence of
a

CO

|  f (x)dx.
a

f ( x \  ю ю
In particular case, when limJ ! = 1, both integrals \ f ( x ) dx  and \g(x)dx

™  g{x) t  i
converge or diverge simultaneously.

+00 jc dxExample 4.72. Examine ---- for convergence.
* lnx

□ To identify convergence or divergence we should compare behavior of the 
given integral with an integral whose convergence or divergence is already proved.

Note, the inequality x > In x holds for Vx e [2,+°o). This fact can be illustrated 
graphically (pic. 4.20).

Pic. 4.20

1 1  1 1Consequently — < ---- . Now if let f i x )  = — and g(x) = -----then according to the
x lnx x lnx

theorem divergence of J —  implies divergence of the given integral J
2 X 2 

+ 0 0  7dx

dx
lnx

c dxExample 4.73. Examine —j=— j= for convergence.
, f x  - У х

□ can be expressed as — where 0 ( \ )  is a polynomial of
sfx — yJX 0\у/х,Ух^

the listed arguments. As we know the leading term atxl of a polynomial



1 1-j=— j= can be compared with behavior of —j=. Indeed
yJx-y/X yJX

1
yfxlull ^ * T ^  = lim -,----- --

x^+cc I x̂ +co sjX — yjX
y[x

dx

=  1.

+°0 7 +00 7_. r uX f UX л t.Since I —f= diverges I —j=—-n= also diverges
л y о y y

Absolute and conditional convergence of improper integrals

co
Def. : The improper integral J/(x)< ir converges absolutely if the integral

a
co
J|/(x)|<ix: converges.
a

Example 4.74. Examine f C0SX dx for absolute convergence.J xL
uu

□ Consider the integral J cosx dx. cosx
2 2X X

takes only nonnegative values. So

we can apply the Comparison theorem. Since |cosx|<l

oo

J

cosx
X

< — . Then
x

cosx
X

dx converges because converges. Hence the given integral
j X -j x‘

converges absolutely. ■
Def.. If an improper integral converges but not absolutely, we say that it 

converges conditionally.
+00 sinx

X

+x •
1* sin XConsider the integral Г----- dx . The integral is an improper integral of the first

J у

kind. Applying the definition and the method of integration by parts for improper 
integrals we have



r sinx 7 r sin X ,----- dx = bin ------ax =
J  Tl—>oo J  v

= lim
T|—>G0

f

V

cosx

X

2

Ц Л

1U = — 
X

du = - dx
x

dv = smxdx v = -cosx

x - I
cosx dx

* * X
2 2

= lim
T|—>co

COST)

 ̂ л

\  t o oл f cosx
- °  N — * ’

lim
Г)—>co

 ̂ COST̂

с Л у
= lim

r|->co

r

\

1
■COST) • — 

Ц)
cosr) is bounded 

1 о---- > 0, г) —> oo
Л

= 0. Absolute convergence of

f cosx ^  was proved earlier. 
J x

t wг sin JCHowever, the integral f ----- dx doesn’t converge absolutely. Indeed,
J x

r smx 7 +rsin2x 7 r i-c o sz x  7 i r ax r r ----- dx > -------- dx = ----------- dx = — --------
J  у  J  у  J  О  y  О  ^ Y  9  *-гг *A — Л  - ^  ir

1 -  cos2x 7 1 +r dx 1 +r cos2xd x -
2x 2 { x 2 i  x

dx .

+ C 0  -j + X  л
/7Y  л р л о  / y

The integral Г —  diverges and the integral Г------- dx diverges. So if at least
J x J x

one of the integrals on the right hand side of the inequality diverges then the integral 
on the left hand side diverges as well.

+r cos2xConvergence of f ------- dx can be verified by use of Dirichlet’s test.
i  x

T|
|/(x )< ir <M  forDirichlet’s test claims that if there exists a number M  such that 

every qe[a ,+oo)  and g(x) is monotonically decreasing provided that lim g(x) = 0
L 7 '  7 x —>+co v 7

+x

then J /(x)g(x)<A  converges.



1. Evaluate the integrals or verify its divergence:
+ x

a) I  exdx; 

dx
—x

+ x

b) J 7
— 1 + x

—x

, 2 dx
c) J (x — 2  )

D

d) J x sin xdx

0
+ x

2. Examine the integrals for convergence:
dxa) J

2
x

b) J

x ln3 x ’ 

dx
x + 2  x + 2

2 dx
c) f e —7

dx
d) J

1 x ln x

e) J
x  „3x3dx

2  + x 4 ’

f) 7 dx 

J f):
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